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Figure 1: 1-dimensional continuous-time signals

1 Signals and systems

A signal is a function mapping an input variable to some output variable. For
example

1
sin(7t), 5253, e

all represent signals with input variable ¢ € R, and they are plotted in Figure 1.
If  is a signal and ¢ an input variable we write x(¢t) for the output variable.
Signals can be multidimensional. This page is an example of a 2-dimensional
signal, the independent variables are the horizontal and vertical position on
the page, and the signal maps this position to a colour, in this case either
black or white. A moving image such as seen on your television or computer
monitor is an example of a 3-dimensional signal, the three independent variables
being vertical and horizontal screen position and time. The signal maps each
position and time to a colour on the screen. In this course we focus exclusively
on 1l-dimensional signals such as those in Figure 1 and we will only consider
signals where the output variable is real or complex valued. Many of the results
presented here can be extended to deal with multidimensional signals.

e

1.1 Properties of signals

A signal = is bounded if there exists a real number M such that

lx(t)| < M forallteR

where | - | denotes the (complex) magnitude. Both sin(7t) and e~ are examples

of bounded signals because |sin(7t)| < 1 and |e_t2\ < 1 for all t € R. However,
%t?’ is not bounded because its magnitude grows indefinitely as ¢ moves away
from the origin.

A signal z is periodic if there exists a real number T such that

x(t) = z(t + kT) for all k € Z and t € R.

The smallest such nonnegative such T is called the period. F(Q)r example, the
signal sin(7t) is periodic with period T' = 2. Neither $¢* or e™* are periodic.



A signal z is called locally integrable if for all finite constants a and b,

/: |z (t)] dt

exists (evaluates to a finite number). An example of a signal that is not locally
integrable is x(t) = } (Exercise 1.2). Two signals z and y are equal, i.e. z =y
if x(t) = y(t) for all t € R.

A signal z is called absolutely integrable if

foll = [ Joto) (L1)

— 00
exists. Here we introduce the notation ||z||; called the ¢;-norm of z. For exam-
ple sin(7t) and $t* are not absolutely integrable, but e~ is because [Nicholas

and Yates, 1950]
/ﬂ \é*ﬂdt:t/‘ e dt = /7. (1.2)

— 00 —00

A signal z is called is square integrable if

o0
folla = [ ato) e
— 00
exists. Square integrable signals are also called energy signals, and the value
of ||z||2 is called the energy of x (it is also called the ¢3-norm of z). For
example sin(7t) and %tS are not energy signals, but et is (Exercise 1.5).
A signal z is right sided if there exists a T' € R such that z(t) = 0 for all

t < T. Correspondingly z is left sided if x(¢) = 0 for all T > ¢. For example,

the step function
1 t>0
t) = 1.3
u(?) {o t<0 (1.3)

is right-sided. Its reflection in time u(—t) is left sided (Figure 2). A signal x is
called finite in time if it is both left and right sided, that is, if there exits a
T € R such that z(t) = (—t) = 0 for all t > T. A signal is called unbounded
in time if it is neither left nor right sided. For example, the continuous time
signals sin(7t) and e~ are unbounded in time, but the rectangular pulse

1 i<ttt
() = N (1.4)
0 otherwise

is finite in time.

1.2 Systems (functions of signals)

A system (also known as an operator or functional) maps a signal to another
signal. For example

1 d

1
(1) + 32t — 1), /Ox(t—r)dT, el



u(—t)

. t
I1(t) 3 + 3 cos(t)
-3 4 t \/\/ |

Figure 2: The right sided step function w(t), its left sided reflection u(—t), the finite
in time rectangular pulse II(¢) and the unbounded in time signal § + % cos(z).

Ry

Figure 3: A voltage divider circuit.

represent systems, each mapping the signal x to another signal. Consider the
electric circuit in Figure 3 called a voltage divider. If the voltage at time ¢ is
x(t) then, by Ohm’s law, the current at time ¢ satisfies

1
i(t) = ———a(t),
0= 7
and the voltage over the resistor R is
Ry
t) = Roi(t) = ———x(t 1.5
u(t) = Railt) = () (1.5
The circuit can be considered as a system mapping the signal x representing the
voltage to the signal ¢ = mx representing the current, or a system mapping
x to the signal y = RIIERQ x representing the voltage over resistor Rs.

We denote systems with capital letters such as H and G. A system H is a
function that maps a signal x to another signal denoted H(z). We call z the
input signal and H(z) the output signal or the response of system H to
signal z. If we want to include the independent variable ¢ we will write H (z)(t)



o H o

Figure 4: System block diagram with input signal x and output signal H(x).

or H(z,t) and do not distinguish between these [Curry and Feys, 1968]. It is
sometimes useful to depict systems with a block diagram. Figure 4 is a simple
block diagram showing the input and output signals of a system H.

Using this notation the electric circuit in Figure 3 corresponds with the
system
“Ri+R

This system multiplies the input signal z by ﬁ. This brings us to our first
practical test.

H(x) Y.

Test 1 (Voltage divider) In this test we construct the voltage divider from
Figure 3 on a breadboard with resistors Ry ~ 1002 and Ry ~ 4702 with values
accurate to within 5%. Using a computer soundcard (an approximation of) the
voltage signal

x(t) = sin(27 f1t) with f1 =100

is passed through the circuit. The approximation is generated by sampling x(t)
at rate Fy = % = 44100Hz to generate samples

xn = x(nTs) n=0,...,2F

corresponding to approximately 2 seconds of signal. These samples are passed
to the soundcard which starts playback. The voltage over resistor Ry is recorded
(also using the soundcard) that returns a lists of samples y1, . .., yr, taken at rate
F. The continuous-time voltage over Ry can be (approximately) reconstructed
from these samples as

L
() =Y yesinc(Fit — 0) (1.6)
(=1
where -
sinc(t) = Smg ) (1.7)

is the called the sinc function and is plotted in Figure 40. We will justify this
reconstruction in Section 5.5. Simultaneously the (stereo) soundcard is used to
record the input voltage z(t) producing samples x1, ...,z taken at rate Fs. An
approximation of the continuous-time input signal is

L
B(t) =Y agsine(Fot —0). (1.8)
=1



In view of (1.5) we would expect the approximate relationship

T B
Y™ R+ R, 57

A plot of g, & and %it over a 20ms period from 1s to 1.02s is given in Figure 5.
The hypothesised output signal %i does not match the observed output signal
7. A primary reason is that the circuitry inside the soundcard itself cannot
be ignored. When deriving the equation for the voltage divider we implicitly
assumed that current flows through the output of the soundcard without resis-
tance (a short circuit), and that no current flows through the input device of
the soundcard (an open circuit). These assumptions are not realistic. Modelling
the circuitry in the sound card wont be attempted here. In the next section we
will construct circuits that contain external sources of power (active circuits).

These are less sensitive to the circuitry inside the soundcard.

electrical potential

I I I I I
1 1.005 1.01 1.015 1.02

Figure 5: Plot of reconstructed input signal Z (solid line), output signal g (solid line
with circle) and hypothesised output signal %i (solid line with dot) for the voltage
divider circuit in Figure 3. The hypothesised signal does not match §. One reason is
that the model does not take account of the circuitry inside the soundcard.

Not all signals can be input to all systems. For example, the system

is not defined at those ¢ where x(f) = 0 because we cannot divide by zero.
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Figure 6: Time-shifter system T4 .5(z,t) = (¢t — 1.5) and T_s(z,t) = z(¢t + 3) acting
on the signal z(t) = et

Another example is the system

t

Io(z,t) = / z(T)dr, (1.9)
— 00

called an integrator, that is not defined for those signals where the integral

above does not exist (is not finite). For example, the signal z(t) = 1 cannot be

input to the integrator since the integral fioo dt does not exist.

Thus, when specifying a system it is necessary to also specify a set of signals
that can be input, called a domain for the system. For example, a domain for
the system H(z,t) = ﬁt) is the set of signals x(¢) which are not zero for any ¢.
A domain for the integrator I, (z,t) is the set of signals for which the integral
fioo z(7)dr exists for all t € R. The domain we use for a given system is usually
obvious from the specification of the system itself. For this reason we will not
usually state the domain explicitly. We will only do so if there is chance for
confusion.

1.3 Some important systems
The system
T-(x,t) =x(t—71)

is called the time-shifter. This system shifts the input signal along the t axis
(‘time’ axis) by 7. When 7 is positive T delays the input signal by 7. The time-
shifter will appear so regularly in this course that we use the special notation
T, to represent it. Figure 6 depicts the action of time-shifters T} 5 and T_3 on
the signal z(t) = e~t". When 7 = 0 the time-shifter is the identity system

To(z) =z

that maps the signal z to itself.
Another important system is the time-scaler that has the form

H(z,t) = z(at)



-2 1 2 4
Figure 7: Time-scaler system H(z,t) = z(at) for a = —1, %,1 and 2 acting on the
signal z(t) = e~ (72"

for a € R. Figure 7 depicts the action of a time-scaler with a number of values
for a. When o = —1 the time-scaler reflects the input signal in the time axis.
When o = 1 the time-scaler is the identity system Tj.

Another system we regularly encounter is the differentiator

D(z,t) = %x(t),

that returns the derivative of the input signal. We also define a kth differentiator
dk
k _
D, t) = L)

that returns the kth derivative of the input signal.
A related system is the integrator

I (z,t) = /t z(T)dr.

—a

The parameter a describes the lower bound of the integral. In this course it will
often be that a = oco. The integrator can only be applied to those signals for
which the integral above exists. For example, the integrator I, can be applied
to the signal tu(t) where u(t) is the step function (1.3). The output signal is

t t _t?
/ mmm:pﬁm—zt>0

0 t<0.

— 00

However, the integrator cannot be applied to the signal z(t) = t because
fioo 7d1 does not exist.

1.4 Properties of systems

A system H is called memoryless if the output signal H(z) at time ¢ depends
only on the input signal x at time ¢. For example ﬁ and the identity system

To are memoryless, but

x(t) + 3z(t — 1) and /1 xz(t — 7)dr



are not. A time-shifter system 7). with 7 # 0 is not memoryless.

A system H is causal if the output signal H(z) at time ¢ depends on the
input signal only at times less than or equal to £. Memoryless systems such as
ﬁ and T are also causal. Time-shifters T,(x,t) = x(t — 7) are causal when
7 > 0, but are not causal when 7 < 0. The systems

1
x(t) + 3z(t — 1) and / z(t —7)dr
0
are causal, but the systems

x(t) +3z(t+1) and /1 x(t+ 7)dr
0

are not causal.

A system H is called bounded-input-bounded-output (BIBO) stable
or just stable if the output signal H(z) is bounded whenever the input signal
x is bounded. That is, H is stable if for every positive real number M there
exists a positive real number K such that for all signals x satisfying

lz(t)] < M for all t € R,

it also holds that
|H(z,t)| < K for all t € R.

For example, the system x(t) + 3z (t — 1) is stable with K = 4M since if |z(t)| <
M then
|z(t) + 3x(t — 1) < |x(®)| + 3|z(t —1)| < 4M = K.
The integrator I, for any a € R and differentiator D are not stable (Exer-
cises 1.6 and 1.7).
A system H is linear if

H(ax + by) = aH(x) + bH (y)

for all signals x and y and all complex numbers a and b. That is, a linear system
has the property: If the input consists of a weighted sum of signals, then the
output consists of the same weighted sum of the responses of the system to
those signals. Figure 8 indicates the linearity property using a block diagram.
For example, the differentiator is linear because

D(az + by,t) = %(ax(t) + by(t))

=a—ux(t) + b%y(t}
— aD(x, 1) + bD(y, 1

whenever both z and y are differentiable. However, the system H(z,t) = ﬁ
is not linear because

1 )#a+b aH (z,t) 4+ bH(y,t)

H(azx +by,t) = az(t) +by(t) 7 z(t) " y(t) -

10



T
€T o—s{ H a
a
H(az + by) aH(z)+ bH (y)
+ H °
Y b ‘2_> H b

Figure 8: If H is a linear system the outputs of these two diagrams are the same signal,
ie. H(ax + by) = aH(z) + bH(y).

T H(TT(a?)) T T, (H(sc))

o—— H (— 1T, ——>0 o—— T > H [——>o

Figure 9: If H is a time-invariant system the outputs of these two diagrams are the
same signal, i.e. H(T-(z)) =T, (H(z)).

in general.
The property of linearity trivially generalises to more than two signals. For
example, if x1,...,x are signals and a1, ..., a, are complex numbers for some

finite k, then
H(ayxy + -+ apxg) = a1 H(x1) + - - + ap H(zg).
A system H is time-invariant if
H(T;(z),t) = H(z,t — )

for all signals = and all time-shifts 7 € R. That is, a system is time-invariant if
time-shifting the input signal results in the same time-shift of the output signal.
Equivalently, H is time-invariant if H commutes with the time-shifter 7., that
is, if

H(T:(z)) =T, (H(z))
for all 7 € R and all signals x. Figure 9 represents the property of time-
invariance with a block diagram.

1.5 Exercises

1.1. State whether the step function u(t) is bounded, periodic, absolutely in-
tegrable, an energy signal. Solution: The magnitude of u is less than or equal
to one, so the signal is bounded. The signal is not period, since for any hypothesised
period T' > 0 we have u(T) = 1 but «(0) = 0. The signal is not absolutely integrable,
nor an energy signal since

||u|h:nuu2:/ |u(t)\dt:/0 dt

is not finite.

11



1.2. Show that the signal 2 is locally integrable, but that the signal tiz is not.
Solution: For any a and b
b b3 a3
/ 2dt = — — —
“ 3 3

that exists, and so t2 is locally integrable. Put @ = 0 and b > 0 and

b
1 .
/0 Zdt = log(b) — t_l}I;Iloo log(t)

where log is natural logarithm. The limit about diverges, and so the integral does not

exist and % is not locally integrable.

1.3. Plot the signal
1
—= t>0
z(t) =

State whether it is: bounded, locally integrable, absolutely integrable,
square integrable. Solution:

The signal is bounded since |z(t)| < M for any M > 1. The signal is locally integrable
because it is bounded, i.e., for any finite constants a and b

/b|x(t)\dt</bMdt:(bfa)M<oo.

The signal x is not absolutely integrable since

o0
el = [ la(o)]
— 00
oo
1
:2/ N
o t+1
o0
1
:2/ La
Lt

= log(1) + t&gg log(t)

and the limit diverges. The signal is square integrable since

& 2
lzll> = / () dt

R 1
=2 —dt
/o (t+1)2

12



1.4.

1.5.

1.6.

1.7.

Plot the signal

1
- 0<t<1

sy =41 =t
0 otherwise.

Show that x is absolutely integrable, but not square integrable. Solution:

-3 -1 1

w4

The integral
e} 1
2l =/ |l (t)| dt =/ =124t = 2V = 2
—oo 0

and so z is absolutely integrable. The integral

oo 1
Izl :/ \x(t)|dt:/ t=1dt = [log(t)]} = log(1) — lim log(t) = oo
—oo 0 t—0
and so z is not square integrable.
. —a2t? . .
Compute the energy of the signal et (Hint: use equation (1.2) on
page 4 and a change of variables). Solution: From (1.2) we the energy of et

is v/7m. Now
o 2 1 [ 2 Zi
/ et dtzf/ e Tdr = YT
oo o) el

by the change of variables T = «t.

Show that the integrator I, for any a € R is not stable. Solution: Put M > 1.
The time-shifted step function u(t + a) is bounded below M, ie. |u(t+a)| <1< M
for all t € R. However, the response of the integrator I, to u(t + a) is

t
Ia(u,t):/ dt =1 — a,
a

which is not a bounded signal, that is, for every K we have t — a > K whenever
t> K+ a.

Show that the differentiator system D is not stable. Solution: Put M > 2.
Define the signal

0 2t < —a
ga(t) = ¢ 1 +sin (%t) —a<2t<a
2 2t > a,

and observe that ¢, is differentiable and bounded below M. The response of the
differentiator D to g, is

0 2t < —a
D(ga,t) = { % cos (%) —a<2t<a
1 2t > a.

The signal p, and the response D(p,) are plotted below for a = %,1 and 2. The
response D(pq) obtains a maximum amplitude of 7 at t = 0. So D is not bounded
since for every K we can choose a such that = > K.

13



1.8.

1.9.

qa(t)

qa(t)

Show that the time-shifter T is linear and time-invariant, and that the
time-scaler is linear, but not time invariant Solution: The time shifter T} is
time invariant since

T (Tr(2),t) =a(t—T—k)=a(t—k—71) =Tr (Tx(x),t)
for all signals x, that is, time shifters commute with time shifters. The time shifter is
linear because

Tr(ax + by, t) = ax(t — 7) + by(t — 7) = aTr(x,t) + bTr(y,t).
The time-scaler H(z,t) = z(t/a) is linear since
H(az +by,t) = az(t/o) + by(t/o) = aH (z,t) + bH(y, t).
The system is not time invariant since
H(Tr(z),t) = Tr(z)(t/a) = x(t/a — 1),
but
T, (H(x), t) =H(x)(t—71)= x((t — T)/a) =z(t/a—7/a),
and these signals are not equal in general. For example consider the rectangular pulse
II. With time scaling parameter a = 2 and time shift 7 =1,

H(Ty(2),t) = TM(t/2 — 1/2),  Ti(H(ID),t) = (/2 — 1),
and these signals are not equal.

Show that the integrator I, with ¢ finite is linear, but not time-invariant.
Solution: The system is linear because

t
I.(az + by, t) = /_ ax(T) + by(T)dr

t t
a/_ z(T)dT +b y(r)dr

=alc(z) + ble(y).

The system is not time invariant because

t—k
Ti(Ic(x),t) = Ic(z,t — k) = ‘/_ z(7)dr

but
(T (2), ) = L o(r — k)dr

- L t:l o(r)dr

= Ic-‘rk(mvt - k)
= Tk (Ic+k($),t)

14



1.10. Show that the integrator I, is linear and time invariant. Solution: The
system is linear because

t
foo(aw+by7t)=/_ az(t) + by(r)dr
t t

= a/_ :J:(T)dTer/_ y(T)dr

also () + blso (y).

The system is time invariant because

t—k
T (Ioo (2),1) = Lo (2, — k) :/ wo(r)dr,

—o0

and
t—k

Ino (Ti(z),t) = /joo z(t — k)dr = / z(T)dr.

— 00

1.11. State whether the system H(z,t) = z(t) + 1 is linear, time-invariant,

stable. Solution: It is not linear because for any signal  and real number a # 1,
H(az,t) = ax(t) + 1 # aH(z,t) = a(z(t) + 1) = az(t) + a.
It is time-invariant because
H(Tr(z),t)=z(t—7)+1=H(z,t—7)=2(t—7) + 1.
It is stable because for any signal z with z(t) < M for all ¢ € R,
H(z,t)=a(t)+1< M+1 for all t € R.

1.12. State whether the system H(x,t) = 0 is linear, time-invariant, stable.
Solution: It is linear because

H(az +by) =0=aH(z)+ bH(y) = 0.
It is time-invariant because
H(Tr(x),t) =0= H(x,t — 7).
It is stable because for any M > 0,
H(z,t)=0< M for all ¢ € R and all signals z.

1.13. State whether the system H(x,t) = 1 is linear, time-invariant, stable.
Solution: It is not linear because for any signal x and real number a # 1

H(az) =1# aH(x) = a.
It is time-invariant because
H(Tr(z),t) =1=H(z,t — 7).
It is stable because for any M > 1,
H(z,t)=1<M for all t € R and all signals x.

15



Figure 10: An electrical circuit with resistor and capacitor in series, otherwise known
as an RC circuit.

f(t)l mass M lp(t)

Figure 11: A mechanical mass-spring-damper system

2 Systems modelled by differential equations

Systems of significant interest in this course are those where the input signal z
and output signal y are related by a linear differential equation with constant
coefficients, that is, an equation of the form

Z Yt dtf Z bl dt? y

where ao,...,a, and bg,...,b; are constant real numbers. In what follows
we will use the differentiator system D(z) rather than the notation -%z(t) to
represent differentiation of the signal x. To represent the £th derivative we write
D*(z). Using this notation the differential equation above is

Z arD'(x Z be D" (y) (2.1)

Equations of this form can be used to model a large number of electrical,
mechanical and other real world devices. For example, consider the resistor and
capacitor (RC) circuit in Figure 10. Let the signal vy represent the voltage over
the resistor and ¢ the current through both resistor and capacitor. The voltage

16



signals satisfy
T =Y+ R,

and the current satisfies both
vr = Ri, and i =CD(y).
Combining these equations,
r=y+ RCD(y) (2.2)

that is in the form of (2.1).

As another example, consider the mass, spring and damper in Figure 11.
A force represented by the signal f is externally applied to the mass, and the
position of the mass is represented by the signal p. The spring exerts force —Kp
that is proportional to the position of the mass, and the damper exerts force
—BD(p) that is proportional to the velocity of the mass. The cumulative force
exerted on the mass is

fm =f—Kp—BD(p)

and by Newton’s law the acceleration of the mass D?(p) satisfies
MD?(p) = fn = f — Kp— BD(p).
We obtain the differential equation
f=Kp+ BD(p) + MD*(p) (2.3)

that is in the form of (2.1) if we put z = f and y = p. Given p we can readily
solve for the corresponding force f. As a concrete example, let the spring
constant, damping constant and mass be K = B = M = 1. If the position
satisfies p(t) = e*tQ, then the corresponding force satisfies

Ft)=e (42 — 2t — 1).

Figure 12 depicts these signals.
What happens if a particular force signal f is applied to the mass? For
example, say we apply the force

1 0<t<1
0 otherwise.

f&)y=T(t - 3) = {
What is the corresponding position signal p? We are not yet ready to answer
this question, but will be later (Exercise 4.11).

In both the mechanical mass-spring-damper system in Figure 11 and the
electrical RC circuit in Figure 10 we obtain a differential equation relating the
input signal x with the output signal y. The equations do not specify the output
signal y explicitly in terms of the input signal x, that is, they do not explicitly
define a system H such y = H(z). As they are, the differential equations, do

17
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Figure 12: A solution to the mass spring damper system with X = B = M = 1. The
position is p(t) = e with corresponding force f(t) = et (4t* — 2t — 1).

not provide as much information about the behaviour of the system as we would
like. For example, is the system stable? The Laplace transform, described
in Section 4, is a useful tool for answering these questions. A key property
enabling the Laplace transform is that differential equations of the form (2.1)
describe systems that are linear and time-invariant.We further study linear,
time-invariant systems in Section 3. The remainder of this section details the
construction of differential equations that model various mechanical, electrical,
and electro-mechanical systems. We will use the systems constructed here as
examples throughout the course.

2.1 Passive circuits

Passive electrical circuits require no sources of power other than the input sig-
nal itself. For example, the voltage divider in Figure 3 and the RC circuit in
Figure 10 are passive circuits. Another common passive electrical circuit is the
resistor, capacitor and inductor (RLC) circuit depicted in Figure 13. In this cir-
cuit we let the output signal y be the voltage over the resistor. Let vo represent
the voltage over the capacitor and vy, the voltage over the inductor and let ¢ be
the current. We have

y = Ri, i =CD(ve), vy, = LD(1),
leading to the following relationships between y, ve and vy,
y = RCD(vc), Rvr, = LD(y).
Kirchhoff’s voltage law gives x = y 4+ vo + vy, and by differentiating both sides
D(z) = D(y) + D(v¢) + D(vy).
Substituting the equations relating vy, vc and vy, leads to
RCD(z) =y + RCD(y) + LOD?(y). (2.4)

We can similarly find equations relating the input voltage with vc and vy,.
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Figure 13: An electrical circuit with resistor, capacitor and inductor in series, otherwise
known as an RLC circuit.

R,

R; A(vy —v_)
v

Figure 14: Left: triangular component diagram of an operational amplifier. The
v4+4+ and v__ connectors indicate where an external voltage source can be connected
to the amplifier. These connectors will usually be omitted. Right: model for an
operational amplifier including input resistance R;, output resistance R,, and open
loop gain A. The diamond shaped component is a dependent voltage source. This
model is only useful when the operational amplifier is in a negative feedback circuit.

2.2 Active circuits

Unlike passive electrical circuits, an active circuit requires a source of power
external to the input signal. In this course active circuits will be modelled and
constructed using operational amplifiers as depicted in Figure 14. The left
hand side of Figure 14 shows a triangular circuit diagram for an operational
amplifier, and the right hand side of Figure 14 shows a circuit that can be
used to model the behaviour of the amplifier. The vy; and v__ connectors
indicate where an external voltage source can be connected to the amplifier, and
will normally not be drawn. The diamond shaped component is a dependent
voltage source with voltage A(vy —v_) that depends on the difference between
the voltage at the non-inverting input v, and the voltage at the inverting
input v_. The dimensionless constant A is called the open loop gain. Most
operational amplifiers have large open loop gain A, large input resistance R; and
small output resistance R,. As we will see, it can be convenient to consider the
behaviour as A — oo, R; — oo and Ry — 0, resulting in an ideal operational
amplifier.

As an example, an operational amplifier configured as a multiplier is de-
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picted in Figure 15. This circuit is an example of an operation amplifier con-
figured with negative feedback, meaning that the output of the amplifier is
connected (in this case by a resistor) to the inverting input. The horizontal
wire at the bottom of the plot is considered to be ground (zero volts) and is
connected to the negative terminal of the dependent voltage source of the oper-
ational amplifier depicted in Figure 14. An equivalent circuit for the multiplier
using the model in Figure 14 is shown in Figure 16. Solving this circuit (Ex-
ercise 2.1) yields the following relationship between the input voltage signal x
and the output voltage signal y,

. Ri(ARQ + Ro)
Y Ri(Rs + R,) + Ri(Ro + R; — AR; + Ry)

x. (2.5)

For an ideal operational amplifier we let A — oo, R; — oo and R, — 0. In this
case terms involving the product AR; dominate and we are left with the simpler
equation

Ry
= ——1. 2.6
V=%, (2.6)
Thus, assuming an ideal operational amplifier, the circuit acts as a multiplier

with constant —%.

The equation relating x and y is much simpler for the ideal operational
amplifier. Fortunately this equation can be obtained directly using the following
two rules:

1. the voltage at the inverting and non-inverting inputs are equal,
2. no current flows through the inverting and non-inverting inputs.

These rules are only useful for analysing circuits with negative feedback. Let us
now rederive (2.6) using these rules. Since the non-inverting input is connected
to ground, the voltage at the inverting input is zero. So, the voltage over resistor
Ry is y = Rai. Since no current flows through the inverting input the current
through R; is also ¢ and x = —R3i. Combing these results, the input voltage x
and the output voltage y are related by

In Test 2 the inverting amplifier circuit is constructed and the relationship above
is tested using a computer soundcard.

We now consider another circuit consisting of an operational amplifier, two
resistors and two capacitors depicted in Figure 17. Assuming an ideal opera-
tional amplifier, the voltage at the inverting terminal is zero because the non-
inverting terminal is connected to ground. Thus, the voltage over capacitor Cy
and resistor R is equal to y and, by Kirchoff’s current law

. Yy
= = +CyD(y).
i R2+ >D(y)
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Ry

Rl R2

AUZ‘

O

Ut

Figure 16: An equivalent circuit for the inverting amplifier from Figure 15 using the
model for an operational amplifier in Figure 14. The symbol v; = vy — v_ is the
voltage over resistor R;.

Cy
| |
. |
| | Ry
N —\ W\
/\/Jil/\/ h Ai(t)
z +
() y(t)

Figure 17: Operational amplifier configured with two capacitors and two resistors.
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Test 2 (Inverting amplifier) In this test we construct the inverting amplifier
circuit from Figure 15 with Ry =~ 22kQ2 and R; ~ 12k{2 that are accurate to
within 5% of these values. The operational amplifier used is the Texas Instru-
ments LM358P. Using a computer soundcard (an approximation of) the voltage
signal

z(t) = sin(2r f1t) + 1 sin(2n fat)

with f; = 100 and fo = 233 is passed through the circuit. As in previous tests,
the soundcard is used to sample the input signal z and the output signal y.
Approximate reconstructions of the input signal £ and output signal ¢ are given
according to (1.8), and (1.6). According to (2.4) we expect the approximate

relationship
_ Ry _ -
jr~——2F=—Uj

R, 6
Each of g, T and —%iﬂ are plotted in Figure 18.

electrical potential

I I I I I
1 1.005 1.01 1.015 1.02

Figure 18: Plot of reconstructed input signal & (solid line), output signal § (solid line
with circle) and hypothesised output signal —1'Z (solid line with dot).
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Similarly, since no current flows through the inverting terminal,

i = —Ril — O\D(a).

Combining these equations yields

x Y
R C1D(x) = Ry + C2D(y). (2.7)

Observe the similarity between this equation and that for the passive RC cir-
cuit (2.2) when Ry = Rs and C; = 0 (an open circuit). In this case

x=—y— RiCaD(y). (2.8)
We call this this active RC circuit. This circuit is tested in Test 3.
Test 3 (Active RC circuit) In this test we construct the circuit from Figure 17
with R; = Ry =~ 27k) and Cy ~ 10nF accurate to within 5% of these values and

C1 = 0 (an open circuit). The operational amplifier used is a Texas Instruments
LM358P. Using a computer soundcard (an approximation of) the voltage signal

z(t) = +sin(2r f1t) + 1 sin(2n fot)

with f; = 500 and fo = 1333 is passed through the circuit. As in previous tests,
the soundcard is used to sample the input signal z and the output signal y
and approximate reconstructions  and g are given according to (1.8) and (1.6).
According to (2.8) we expect the approximate relationship

&~ —o§— RiCD(§) = = — 1855 D(@)-

The derivative of the sinc function is

1
D(sinc, t) = ?(mf cos(mt) — sin(t)), (2.9)
v
and so,
L L
D(g)=D <Z yesinc(Fst — Z)) = F; ZygD(sinq Fst—2). (2.10)
=1 =1

Each of g, & and —§ — 1255 D(§) are plotted in Figure 18.
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electrical potential

T
e 27
—*— —¥ — 15000 P (@) time (s)
[ [ [ [ [
1 1.001 1.002 1.003 1.004

Figure 18: Plot of reconstructed input signal Z (solid line with circle), output signal g
(solid line), and hypothesised input signal —j — 125-D(§) (solid line with dot).

Consider the circuit in Figure 19. Assuming an ideal operational amplifier,
the input voltage x satisfies

—i= Ril + C1D(a).

The voltage over the capacitor Cs is y — Rsi and so the current satisfies

Combining these equations gives

RyC
_r C1D($) = CQD(y) + 2 2D(l‘) + RQCQClDZ(fL'),
R1 Rl
and after rearranging,
1 R2 Cl 2
D(y)=———a— (= + = | D(z) - D?(x).
)= -ge (1 + &) Do) - RO D)
Pt 1 R, C
K= — -2, K;=
Rlcg’ p Rl 027 d RQCl
and now
D(y) = —K;x — K,D(z) — K4D?*(x). (2.11)
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Ry 2

By Ai(t)
LA |
+
o y(t)

Figure 19: Operational amplifier implementing a proportional-integral-derivative
controller.

This equation models what is called a proportional-integral-derivative con-
troller or PID controller. The coefficients K;, K, and K, are called the
integral gain, proportional gain, and derivative gain.

The final active circuit we consider is called a Sallen-Key [Sallen and Key,
1955] and is depicted in Figure 20. Observe that the output of the amplifier is
connected directly to the inverting input and is also connected the noninverting
input by a capacitor. This circuit has both negative and positive feedback. It
is not immediately apparent that we can use the simplifying assumptions for an
ideal operational amplifier with negative feedback. However, we will do so, and
will find that it works in this case.

Let vR1,vRe,vo1, and veos be the voltages over the components Ry, Rs, C,
and Csy. Kirchoff’s voltage law leads to the equations

T = VR1 + VRr2 + ve2, Y =vc1 + VR2 + Vo2

The voltage at the inverting and noninverting terminals is y, and so, the voltage
over the capacitor Cy is y, that is, y = veoe. Using this, the equations above
simplify to
T =vR1 +VR2 Y, vCc1 = —UR2-

The current is through capacitor Cy satisfies i = CoD(vee) = CoD(y). Because
no current flows into the inverting terminal of the amplifier the current through
Ry is also ig, and so vpe = Raia = RoC3D(y). Substituting this into the
equations above gives

r =vUR1 + RQCQD(:U) + Y, Vo1 = —RgCgD(:l/). (2.12)

Kirchoff’s current law asserts that ¢ +4; = i5. The current ¢ through capacitor
C; satisfies i = C1D(ve1) = —R2C1C2D?(y) and the current through resistor
R, satisfies

VR1 — Rlil = Rl(ig — Z) = R102D(y) + Rlech’gDz(y).
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Ry Ry — ©

i1(t)
2(t) o y(®)
vio(t)

Figure 20: Operational amplifier implementing a Sallen-Key.

ft)
B —
4 T K
7 — M) v Mo
‘ e — —_
pi(t) p(t)

Figure 21: Two masses, a spring and a damper

Substituting this into the equation on the left of (2.12) gives
r=1y-+ CQ(Rl + RQ)D(Q) + RleClchQ(y). (2.13)

The Sallen-Key will be useful when we consider the design on analogue electrical
filters in Section 5.3.

2.3 DMasses, springs and dampers

A mechanical mass, spring, damper system was described in Section 2 and
Figure 11. We now consider another mechanical system involving a different
configuration of masses, a spring and a damper depicted in Figure 21. A mass
M, is connected to a wall by a damper with constant B, and to another mass
M> by a spring with constant K. A force represented by the signal f is applied
to the first mass. We will derive a differential equation relating f with the
position p of the second mass. We assume that the spring applies no force (is
in equilibrium) when masses are distance d apart. The forces due to the spring
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satisfy
fsl = _fs2 = K(p_pl _d)

where fs; and fso are signals representing the force due to the spring on mass
M, and M; respectively. It is convenient to define the signal g(¢) = p1(¢t) +d so
that forces due to spring satisfy the simpler equation

fsl = _.f32 = K(p—g).

The only force applied to M is by the spring and so, by Newton’s law, the
acceleration of My satisfies
MD?(p) = feo.

Substituting this into the previous equation gives a differential equation relating
g and p,
Kg= Kp+ MyD?(p). (2.14)

The force applied by the damper on mass M; is given by the signal

fa=—-BD(p1) = —BD(9)

where the replacement of p; by g is justified because differentiation will remove
the constant d. The cumulative force on Mj is given by the signal

fl = f+fd+fsl
=f—-Kg+ Kp— BD(g), (2.15)

and by Newton’s law the acceleration of M; satisfies
M, D?(py) = MyD*(g) = fu.

Substituting this into (2.15) and using (2.14) we obtain a fourth order differential
equation relating p and f,

BM,

M, M,
D3 e
I (p) + 7

f = BD(p) + (My + Ma) D*(p) Dp).  (2.16)
Given the position of the second mass p we can readily solve for the corre-

sponding force f and position of the first mass p. For example, if the constants

B=K=1and M| = My = % and d = g, and if the position of the second

mass satisfies )

—t

p(t)=e
then, by application of (2.16) and (2.14),
FO)=e (1 =8t =8 + 43 +4th),  and  pi(t) =2 2 - 3.

This solution is plotted in Figure 22.
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f(®)
t
-3 -2 -1
p1(t)
7 — M; v M,

4 4 4 4 4 4 4
t t t t t t t

-4 -3 -2 -1 0 1 2

Figure 22: Solution of the system describing two masses with a spring and damper
where B = K = 1 and M; = Ms = 1 and the position of the second mass is

2 2
p(t) =e .

2.4 Direct current motors

Direct current (DC) motors convert electrical energy, in the form of a voltage,
into rotary kinetic energy [Nise, 2007, page 76]. We derive a differential equation
relating the input voltage v to the angular position of the motor #. Figure 23
depicts the components of a DC motor.

The voltages over the resistor and inductor satisfy

VR = Ri, v = LD(Z),

and the motion of the motor induces a voltage called the back electromotive
force (EMF),
Vp = KbD(g)

that we model as being proportional to the angular velocity of the motor. The
input voltage now satisfies

v=vgr+vr+v, =Ri+ LD(i) + K,D(6).

The torque 7 applied by the motor is modelled as being proportional to the
current 1,
T =K i.

A load with inertia J is attached to the motor. Two forces are assumed to act
on the load, the torque 7 applied by the current, and a torque 74 = —BD(6)
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Figure 23: Diagram for a rotary direct current (DC) motor

modelling a damper that acts proportionally against the angular velocity of the
motor. By Newton’s law, the angular acceleration of the load satisfies

JD*(0) =1+ 74 = K.i — BD(6).

Combining these equations we obtain the 3rd order differential equation

_(RB RI+4LB , . LJ
v (K +Kb) Do)+ T )+ Do)

relating voltage and motor position. In many DC motors the inductance L is
small and can be ignored, leaving the simpler second order equation

v = (1;5 + K,,) D(0) + %DQ(G). (2.17)

Given the position signal § we can find the corresponding voltage signal v.
For example, put the constants K = K, = B = R = J = 1 and assume that

0(t) = 2w (1 + erf(t))

where erf(t) = % fioo e~7 dr is the error function. The corresponding angular
velocity D(#) and voltage v satisfy

D(0,t) =4vme ™", w(t) =8me Tt (1—1).

These signals are depicted in Figure 24. This voltage signal is sufficient to make
the motor perform two revolutions and then come to rest.

2.5 Exercises

2.1. Analyse the inverting amplifier circuit in Figure 16 to obtain the relation-
ship between input voltage x and output voltage y given by (2.5). You
may wish to use a symbolic programming language (for example Sage,
Mathematica, or Maple). Solution: Let v;, v,, v1 and v2 be the voltages over
the input resistor R;, the output resistor R,, and resistors R;1 and Rg respectively.
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Figure 24: Voltage and corresponding angle for a DC motor with constants K, =

Observe that v4 — v; = v; and so the voltage over the dependent source is Av;. The
voltages satisfy,
T =01+ v;
Yy=v —v2
y = vo + Av;
The currents into the 3 way connection between R;, R1 and R2 sum to zero, and so
v1 v V2
Ri  Ri Ra
by Ohm’s law, the direction of current moving from positive to negative voltage. Finally
the currents through R, and Rg are the same, and so
Vo )
R, Rz
We now have 5 linearly independent equations for the six unknowns v1,v2,vo, vi, T, Y.

We can use these to find an equation that describes y in terms of . The Mathematica
command

Simplify[Solve[{x == v1 + vi,

y == vo + Axvi,

y == vi - v2,

vl/rl == vi/vi + v2/r2,
vo/ro == v2/r2,

rl >0, r2 >0, ro >0, ri > 0, A > 0},
{y, vi, vo, v2, vi}, Reals]]
readily obtains

Y= Ri(AR2 + R,) -
Ri(Rz2 + Ro) + Ri(R2+ R; — AR; + R,)
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3 Linear time-invariant systems

Throughout this section we let H be a linear time-invariant system.

3.1 Convolution, regular systems and the delta “function”

A large number of linear time-invariant systems can be represented by a signal
called the impulse response. The impulse response of a system H is a signal
h such that

H(z,t) = /00 h(r)x(t — 7)dr,

— 00
that is, the response of H to input signal x can be represented as an integral

equation involving x and the impulse response h. The integral is called a con-
volution and appears so often that a special notation is used for it

h*m—/ h(r)x(t — T)dT.

Those systems that have an impulse response we call regular systems!. Ob-
serve that regular systems are linear because

H(ax + by) = h * (ax + by)
= / h(7)(az(t — 7) + by(t — 7))dr

/h t—rd7'+b/ Wyt —rydr G

a(hxx) + b(h*y)
aH(z)+ bH (y).

The above equations show that convolution commutes with scalar multiplication
and distributes with addition, that is

hx (ax + by) = a(h *xx) + b(h x y).
Regular systems are also time-invariant because
T.(H(z)) = H(z,t — k)

:/w h(r)a(t — K — 7)dr

/ h(T)Ty(z,t —7)dT

= H(Tm(x))

IThe name regular system is motivated by the term regular distribution [Zemanian,
1965]
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We can define the impulse response of a regular system H in the following
way. First define the signal

v, 0<t<2
py(t) = 7
0, otherwise

that is a rectangular shaped pulse of height v and width % The signal p, is

plotted in Figure 25 for v = %7 1,2,5. As «y increases the pulse gets thinner and
higher so as to keep the area under p, equal to one. Consider the response of
the regular system H to the signal p,,

H(py)(t) = (hx*py)(t)
= / h(T)py(t — T)dT

— 00

t
= 'y/ h(r)dr,
t—1/y

because py(t —7) =1 when 7 € (t — %, t] and zero otherwise. Taking limits as

Y = oo,
¢
lim H(py)(t) = lim ~ h(r)dr = h(t) a.e.

y—+00 y—00 t—1/~

Thus, the impulse response of a regular system H is defined as the limit

h = lim H(p,).

Y—>0o0

The limit exists when H is regular. If this limit does not exist, the system is
not regular and does not have an impulse response.
As an example, consider the integrator system

Lo(z,t) = / x(r)dr (3.2)

— 00

described in Section 1.3. This systems response to p, is

, 0, t<0
Io(py,t) = / py(T)dr = ¢t, 0<t< %
o 1, t> %

The response is plotted in Figure 25. Taking the limit as v — oo we find that
the impulse response of the integrator is the step function

0 t<0
t) = lim H — - 3.3
u(t) = lim H(p,) {1 is0 (3-3)
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p'Y(t) IOO(p’th)

Figure 25: The rectangular shaped pulse p, for v = 0.5,1,2,5 and the response of the
integrator (3.2) to p, for v = 0.5,1,2,5, co.

Some important systems do not have an impulse response. For example, the
identity system Ty does not because

Jim To(py) = lim py

does not exist. Similarly, all the time shifters 7. do not have impulse responses.
However, it is notationally useful to pretend that T does have an impulse
response and we denote it by the symbol § called the delta function. The idea
is to assign ¢ the property

so that convolution of z and § is
dxx= / () (t — 7)dr = z(t) = To(z, t).

We now treat ¢ as if it were a signal. So 0(t — 7) will represent the impulse
response of the time shifter T, because

T-(z)=6(t—7)*x
:/ 0(k —T)x(t — k)dr
:/ S(k)x(t — 7 —k)dk (change variable k = k — 1)
o)
=z(t —
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S(t+2)+20(t) —8(t —1) 2sin(mt) +6(t - 3)

A 27

B |
| 1
—_
N<>
N =1

Figure 26: Plot of the signal 6(¢t +2) +26(¢) — (¢t — 1) (left) and the signal 2 sin(wt) +
§(t — 3) (right).

It is common to plot ad(t — 7) using an arrow of height a at ¢t = 7 as indicated
in Figure 26. It is important to realise that J is not actually a signal. It is not a
function. However, it can be convenient to treat ¢ as if it were a function. The
manipulations in the last set of equations, such as the change of variables, are
not formally justified, but they do lead to the desired result T (x) = z(t — 7)
in this case. In general, there is no guarantee that mechanical mathematical
manipulations involving § will lead to sensible results.

The only other non regular systems that we have use of are differentiators
DF, and it is convenient to define a similar notation for pretending that these
systems have an impulse response. In this case we use the symbol 6* and assign
it the property .

/ z(t)6% (t)dt = D¥(x,0),
oo

so that convolution of z and § is

o wx = /Oo ok (M) x(t — 7)dr = D¥(x,t).

As with the delta function the symbol §* must be treated with care. This
notation can be useful, but purely formal manipulations with 6 may not lead
to sensible results in general.

The impulse response h immediately yields some properties of the corre-
sponding system H. For example, if h(t) = 0 for all ¢ < 0, then H is causal
because

H(z,t)=h*xxz= /jo h(r)x(t — 7)dT = /000 h(T)z(t — 7)dr

only depends on values of = at times less than ¢, i.e., only times ¢t — 7 with 7 > 0.
The system H is stable if and only if & is absolutely integrable (Exercise 3.3).
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Another important signal is the step response of a system that is defined
as the response of the system to the step function u(t). For example, the step
response of the time shifter T, is the time shifted step function Ty (u,t) =
u(t — 7). The step response of the integrator I, is

rtn = [ u(t)dt{fotdt:t £>0

—0o0 0 t <0.

This signal is often called the ramp function. Not all systems have a step re-
sponse. For example, the system with impulse response u(—t) does not because
the convolution of the step w(t) and it’s reflection u(—t) does not exist. If a
system H has both an impulse response h and a step response H (u), then these
two signals are related. To see this, observe that the step response is

t

H(u) =hxu= / h(r)u(t — 7)dT = / h(r)dr = I (h,t). (3.4)

— 00 — 00

oo

Thus, the step response can be obtained by applying the integrator I, to the
impulse response.

3.2 Properties of convolution

The convolution x *y of two signals x and y does not always exist. For example,
if v = u(t) and y = u(—t), then

x*y:/oo u(T)u(T—t)dT:/twdT,

— 00

which is not finite for any ¢. On the other hand, if x = y = u(t), then

x*y:/oo u(T)u(tT)dT{fodt:t £>0

. 0 t<o0,

which exists for all ¢.

We have already shown in (3.1) that convolution commutes with scalar multi-
plication and is distributive with addition, that is, for signals x, y, w and complex
numbers a, b,

a(z *xw) + by xw) = (ax + by) * w.

Convolution is commutative, that is, x*y = y*x whenever these convolutions
exist. To see this, write

zHy = /Z o(T)y(t — 7)dr

oo
= / x(t — k)y(k)dk (change variable k =t — 1)

— 00

=Y*T.
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Convolution is also associative, that is, for signals z, v, z,
(rxy)xz=x*(yx*z). (see Exercise 3.2)

By combining the associative and commutative properties we find that the order
in which the convolutions in z * y % z are performed does not mater, that is

THY*Z =Y 2K T =24 THY =YX T*Z =T HZ*Y =2%xY*2

provided that all the convolutions involved exist. More generally, the order
in which any sequence of convolutions is performed does not change the final
result.

3.3 Linear combining and composition
Let Hy and Hs be linear time-invariant systems and let H be the system
H(z) = cHq(z) + dHa(x), c,deR

formed by a linear combination of H; and Hy. The system H is linear because
for signals z,y and complex numbers a, b,

H(ax + by) = cH; (ax + by) + dHa(ax + by)
= acHy(x) + beH1(y) + adHy(x) + bdHs(y) (linearity Hy, Hs)
= a(cHl(x) + ng(x)) + b(cHl(y) + ng(y))
=aH(z)+bH(y).

The system is also time-invariant because

H(T;(z)) = cHy(Ty(2)) + dHa (T (x))
= Ty (Hy(z)) + dT- (H(x)) (time-invariance Hi, Ho)
=T, (cHi(z) + dHs()) (linearity T )
=T, (H(x )

So, we can construct linear time-invariant systems by linearly combining
(adding and multiplying by constants) other linear time-invariant systems. If
H, and Hy are regular systems this linear combining property can be expressed
using their impulse responses h; and he. We have

H(x) = aHy(z) + bHy(x)
= ahy *x + bhy x x
= (ahy + bho) x x (distributivity of convolution)

=hx*uz,

and so, H is a regular system with impulse response h = ah; + bho.
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H(z) = cHy(x) + dHa(2)

Figure 27: Block diagram depicting the linear combining property of linear time-
invariant systems. The system cHi(z) + dH2(x) can be expressed as a single linear
time-invariant system H ().

Another way to construct linear time-invariant systems is by composition.
Let Hy and Hs be linear time-invariant systems and let

H(’I}) = H2 (Hl(ll')),

that is, H first applies the system H; and then applies the system Hs. The
composition Hy (H 1(:0)) only applies to those signals x in the domain of H; and
such that the signal H;(z) is in the domain of Hs. The system H is linear
because, for signals z,y and complex numbers a, b,
H(az + by) = Hy(Hi(ax + by))
= Hj(aH;(z) 4+ bHy(y)) (linearity Hy)
= aHy(Hi(z)) + bHa(Hi(y))) (linearity Ho)
=aH(z)+ bH(y).

The system is also time-invariant because

H (T, (2)) = Hy (Hy(T; (x)

= H, (TT (Hl (a:))) (time-invariance Hi)
=T, (Hy(H:(x))) (time-invariance Ho)
=T, (H(z)).

If H; and Hy are regular systems the composition property can be expressed
using their impulse responses hy and hy. It follows that

H(x) = Ha(Hi(x))

= hg * (h1 * x)
= (hgxhy)*zx (associativity of convolution)
=hxuz,

and so, H is a regular system with impulse response h = hg * h;.
A wide variety of linear time-invariant systems can now be constructed by
linearly combining and composing simpler systems.
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o Hy | Hy o H(2) = Hy(H(2))

Figure 28: Block diagram depicting the composition property of linear time-invariant
systems. The system Hy(Hi(z)) can be expressed as a single linear time-invariant
system H(z).

3.4 Eigenfunctions and the transfer function

Let s = 0 4+ jw € C. Complex exponential signals of the form
et = e7'e?¥" = 7 cos(wt) + j sin(wt))

play an important role in the study of linear time-invariant systems. The real
an imaginary parts of the signal e(?t/™t with ¢ = —1—10,07 % are plotted in
Figure 29. The signal is oscillatory when w # 0. The signal converges to zero
as t — oo when ¢ < 0 and diverges as t — co when o > 0.

Let H be a linear time-invariant system and let y = H(e*!) be the response of
H to the exponential signal e*!. Consider the response of H to the time-shifted

signal e*(*+7) for 7 € R. By time-invariance
H(e*W) 4y = H(e®t t 4+ 1) = y(t + 7) for all t,7 € R,
and by linearity
H(e*U) 1) = eTH (e t) = e*Ty(t) for all t,7 € R.
Combining these equations we obtain
yt+71)=e"Ty(t) for all t,7 € R.

This equation is satisfied by signals of the form y(t) = Ae®® where \ is a complex
number. That is, the response of H to an exponential signal e*! is the same
signal e*! multiplied by some constant complex number X. Due to this property
exponential signals are called eigenfunctions of linear time-invariant systems.
The constant A does not depend on ¢, but it does usually depend on the complex
number s and the system H. To highlight this dependence on H and s we write
A(H, s) or \(H)(s). Considered as a function of s, A(H, s) is called the transfer
function of the system H. Thus, the transfer function satisfies

H(e®) = \(H, s)e". (3.5)

We can use these eigenfunctions to better understand the properties of sys-
tems modelled by differential equations, such as those in Section 2. As an
example, consider the active electrical circuit from Figure 17. In the case that
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the resistors R; = Rg, and the capacitor C; = 0 (an open circuit) the differential
equation relating the input voltage x and output voltage y is

x=—y— RiCyD(y).

We called this the active RC circuit. To simplify notation put R = R; and
C = C5 so that x = —y — RC'D(y). Observe what occurs when y = ce®! is a
complex exponential signal with ¢ € C. We have

= —ce® — cRCse® = —(1+ RCs)ce™ = —(1+ RCs)y,

and so, x is also a complex exponential signal. We immediately obtain the

relationship
1

= —71"
Y 1+ RCs
that holds whenever y (or equivalently x) is of the form ce® with ¢ € C. Let H
be a system that maps the input voltage = to the output voltage y, i.e., H is

a system that describes the active RC circuit. Putting z = e*! in the equation
above, we find that

1 st

_ _ sty _
y=H() = H(e") =~ —poe,

and so, the transfer function of the system H describing the active RC circuit

is
1

AU, 5) = 1+ RCs’

(3.6)

3.5 The spectrum

It is often of interest to focus on the transfer function when s is purely imaginary,
that is, when s = jw. In this case the complex exponential signal takes the form

eI@t = cos(wt) + 7 sin(wt).

This signal is oscillatory when w # 0 and does not decay or explode as [t| — oo.
The function
A(H, f) = A(H, j2x f)

is called the spectrum of the system H. It follows from (3.5) that the response
of the system to the complex exponential signal e/?7/? satisfies

H(e*™) = \(H, j2m f)e*™ " = A(H, f)e’*™*, feR.

It is of interest to consider the magnitude spectrum |A(H, f)| and the phase
spectrum ZA(H, f) separately. The notation £ denotes the argument (or
phase) of a complex number. We have,

A(H, f) = |A(H, f)] e? <MD,
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and correspondingly,
H(ejQrft) _ |A(H, f)| ej(27rft+LA(H,f)).
By taking real and imaginary parts we obtain the pair of real valued solutions
H (cos(2mft)) = |A(H, f)|cos (27 ft + ZA(H, f)),

H (sin(2rft)) = |A(H, f)|sin (27 ft + ZA(H, f)). (3.7)

Consider again the active RC circuit with H the system mapping the input
voltage z to the output voltage y. According to (3.6) the spectrum of H is

1

A(H’f):_HzTrRij'

(3.8)
The magnitude and phase spectrum is

IA(H, f)| = (1+4r*R*C? f?) ‘%, ZA(H, f) = atan(2rRC f) + .

The magnitude and phase spectrum are plotted in Figure 30. Observe from the
plot of the magnitude spectrum that a low frequency sinusoidal signal, say 100Hz
or less, input to the RC circuit results in a sinusoidal output signal with the same
frequency and approximately the same amplitude. However, a high frequency
sinusoidal signal, say greater than 1000Hz, input to the RC circuit results in a
sinusoidal output signal with the same frequency, but small amplitude. For this
reason RC circuits are called low pass filters.

Test 4 (Spectrum of the active RC circuit) We test the hypothesis that
the active RC circuit satisfies (3.7). To do this sinusoidal signals at varying
frequencies of the form

xp(t) = sin(2m fit), fe=110x 22 k=0,1,...,12

are input to the active RC circuit constructed as in Test 3 with R = R; = 27k}
and C' = Cy = 10nF. In view of (3.7) the expected output signals are of the
form

ye(t) = |A(H, fi)|sin (2n fut + ZA(H, fr)),  k=0,1,...,12.

This equality can also be shown directly using the differential equation for the
active RC circuit. For any positive integer M the energy of the periodic trans-
mitted signal xy over any interval of length T' = M/ f. (an interval containing
M periods) is

r 1" T
energy(zy) = / sin?(2n fyt)dt = 5/ 1 — cos(4n fit)dt = S 5
0 0
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Figure 30: Magnitude spectrum (top) and phase spectrum (bottom) of the active RC
circuit with R = 27 x 10® and C' = 10 x 107°.

The energy of the output signal y; over the same interval is

energy (1)

1+4m2R2C? f2 (3.9)

energy(yx) = |A(H, fk)|2 energy(zy) =

We see that the square of the magnitude spectrum relates the energy of the
input and output signals. We test this relationship.

Using the soundcard the signals xy for each £ = 0,...,21 are input to the
circuit. Reconstructions of the input signal Z; and the output signal g are
constructed from samples . 1,...,2k and Yy 1,..., Yk 1 in a similar manner
to (1.8) and (1.6) where L is the number of samples obtained by the soundcard.
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2

The energy of the reconstructed input signal Z; is
I
Z T, e sinc(Fst — )| dt

o0
iz = /
—0 |y=1

/ Z Z Th 0Tk, m, SINC(Fst — £) sinc(Fst — m)dt

OOZ 1 m=1

Z Z Tk 0Tk m / sinc(Fst — £) sinc(Fst —m)dt

9]
(=1 m=1 —C3
L
ﬁL' ke

J‘?\H
o~
0l

where, on the last line we use the fact that sinc and its time shifts by a nonzero
integer T, (sinc) are orthogonal (see Section 5.2). That is,

/O:O sinc(t) sinc(t — m)dt = {(1) : ; 8 (3.10)

Similarly, the energy of the reconstructed output signal gy is

L

1Gkll2 = F Z

/=1

So, to compute the energy of the reconstructed signals it suffices to sum the
squares of the samples and divide by the sample rate Fs. In view of (3.9), we
expect the approximate relationship

1
1+ 4n°R2C2f2

5l |aqar, o2 =

11
2l (811

Each signal xj, is played for a period of approximately 1 second and approx-
imately L ~ F; = 44100 samples are obtained. On the soundcard hardware
used for this test samples near the beginning and end of playback are distorted.
This appears to be an unavoidable feature of the soundcard. To alleviate this
we discard the first A — 1 = 9999 samples and use only the B = 8820 samples
that follow (corresponding to 200ms of signal). In view of (3.11), we expect the

relationship
A+B
ZEAyl%ZN|A(Hf)|7 / 1
A+B B - 2PR202 £2°
ZAJ;IM 1+4m2R2C% ff

Figure 31 displays a plot of the hypothesised spectrum |A(H, f)| (solid line) and
also the spectrum measured using the left hand side of the approximate equation
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above (dots). The measurements are close to the hypothesised spectrum, but
are consistently a small amount larger. The amplifier appears to produce a
slightly larger output voltage than expected. This could be due to inaccuracies
in the components used, and also due to our assumption of an ideal operational
amplifier.

0.8 —
g
=
B
9
& 0.6 —
(]
°
=
35
)
s 0.4 —
g

0.2 —

|ACH, £l
®  measured frequency (Hz)
| | |
0 2000 4000 6000

Figure 31: Plot of the hypothesised magnitude spectrum |A(H, f)| (solid line) and the
measured magnitude spectrum (dots).

3.6 Exercises

3.1. Show that convolution distributes with addition and commutes with scalar
multiplication, that is, show that a(zxw)+b(y*w) = (ax+by)*w. Solution:

a(z*w) + by * w) = a/ioo z(T)w(t — 7)dT + b/jo y(r)w(t — 7)dr

= /700 (aa:(T) + by(T))w(t —T1)dr

= (az + by) * w.

3.2. Show that convolution is associative. That is, if z,y, z are signals then
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3.3.

x#* (y*2z) = (z *y) * 2. Solution:
(z*xy)*xz= /_00 (zxy)(T)z(t — 7)dT
= /;00 /;00 z(k)y(T — K)2(t — 7)drdT

= / z(k) / y(m — K)z(t — T)drdk (swap order of integration)

oo oo
= / z(K) / y(v)z(t — k — v)drdk (change variable v = 7 — k)

— o0 — 00

= /oo xz(k)(y * 2)(t — k)dK

—o0

=z * (y*2).

The exchange of integration order can be justified using Fubini’s theorem whenever the

all of the convolutions involved in z * (y * 2) = (z * y) * z exist.

Show that a regular system is stable if and only if its impulse response
is absolutely integrable. Solution: Let H be a regular system and h its impulse
response. If h is absolutely integrable then for all signals = such that |z(¢)| < M for all
t7

H(z,t)=hx*x

= /00 h(T)z(t — T)dT

—o0

< /0o h(F)z(t — 7)|dr

700
< / M|h(r)|dr
= Mjhx

for all ¢, and so H(x,t) is bounded. On the other hand if h is not absolutely integrable
then the bounded signal
1 h(—=t) >0
o) = { (—t) >

-1 h(-t) <0
is such that

H(z,0) = /OO h(r)s(—1)dr = /O:o h(7)| dr = oo,

— 0o —

and so the signal H(x) is not bounded at ¢ = 0.
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4 The Laplace transform

Let z: R — C be a complex valued function of the real line (a signal). The
integral

L(x) = / s(t)e—tdt, (4.1)
when it exists, is called the Laplace transform of x. The Laplace transform
is a function of the complex parameter s, and if we need to indicate this we
write L£(z)(s) or L(z,s). The Laplace transform does not necessarily exist for
all values of s € C. Let R be the set of real numbers such that z(t)e™7t is
absolutely integrable if and only if o € R, that is

/ |z(t)| e~ “tdt exists if and only if o € R.

— 00

In this case, the Laplace transform £(z, s) exists for all s with real part satisfying
Re(s) € R because

E(J;,s)|:’/ x(t)e—stdt’g/ (1) e POt it < o,

—00

The subset of the complex plane with real part from R is called the region of
convergence (ROC) of the signal x.
For example, the Laplace transform of the right sided signal e®u(t) is

L(e®u(t)) = /OO e®teSu(t)dt

—0o0

%)
/ €(a_s)tdt
0

e(afs)t 1

= lim .
t—oo o — 8 a—s

The limit exists for all s with Re(ow — s) < 0. Thus, the Laplace transform of
e“tu(t) is
1
L(e™u(t)) = Re(s) > Re(a)

S —

The region of convergence of e“u(t) is the subset of the complex plane with

real part greater than Re(a). Figure 32 shows the region of convergence when

Re(a) = —2. Now consider the left sided signal e?*u(—t) with Laplace transform
(B—s)t 1

e

L(ePlu(—t)) = i .
(eTu(=t)) = lim ——=+ 57—

The limit exists only when Re(8 — s) > 0, and so,

1

L(ePtu(—t)) = 5 s

Re(s) < Re(p).
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The signal ae®*u(t) + be’*u(—t) has Laplace transform

L(ae® u(t) + bePtu(—t)) = /Oo (ae® u(t) + bePtu(—t))e *'dt

— 00

a/ e u(t)e tdt + b/ ePlu(—t)e *tdt

= aLl(eu(t)) + bL(e tu(—t))

that exists only when Re(a) < Re(s) < Re(8). The corresponding ROC is
shown in Figure 32 when Re(a) = —2 and Re(8) = 3. In the previous equation
we have discovered that the Laplace transform is linear, that is, for signals z
and y and constants a and b,

L(ax + by) = al(x) + bL(y). (4.2)

In words: the Laplace transform of a linear combination of signals is the same
linear combination of the Laplace transforms of those signals.

In the previous example the Laplace transform does not exist for any s if
Re(a)) > Re(B), and the region of convergence is correspondingly the empty set.
Other signals also have this property. For example, the signal (t) = 1 does not
have a Laplace transform because

> —st Lo —st L —st
L(1) = e dt=—- lim e ™ — = lim e
o0
and the limit as ¢ — —oo exists only when Re(s) < 0 while the limit as t — oo
exists only when Re(s) > 0.
As a final example, consider the rectangular pulse

1 —Ll<t<i
I(t) = 2='=3
0 otherwise.

Its Laplace transform is

s/2 _ 6—3/2

(1) = / T (et = / P g e (4.3)

—c0 —1/2 s

and this transform exists for all s € C. The region of convergence of the rect-
angular pulse II is the entire complex plane. The examples just given exhibit
all the possible types of regions of convergence. The region of convergence is
either the entire complex plane, a left or right half plane, a vertical strip, or the
empty set.

Given the Laplace transform L(z) the signal z can be recovered by the
inverse Laplace transform

o—jw

1
z(t) = L7 (z) = — lim L(z,s)eds,



Im Im

Re

Im

Figure 32: Regions of convergence (unshaded) for the signal e™**u(t) (top left), the
signal e™?u(t) + e¥u(—t) (top right), the rectangular pulse IT (bottom left), and the
constant signal z(t) = 1 (bottom right).
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where ¢ is a real number that is inside the region of convergence of x. Solving
the integral above typically requires a special type of integration called contour
integration that we will not consider here [Stewart and Tall, 2004]. For our
purposes, and for many engineering purposes, it suffices to remember only the
following Laplace transform pair

L(tu(t)) = sﬁl Re(s) > 0, (4.4)

where n > 0 is an integer (Exercise 4.2). Let x(¢) be a signal with region of
convergence R. The Laplace transforms of the signal x(¢) and the signal e**x(t)
are related. To see this write

L(e*z(t),s) = /00 e a(t)estdt

= /°° z(t)e” =9t
=L(z,s — ) Re(s —a) € R. (4.5)

This is called the frequency shift rule. Combining the frequency shift rule
with (4.4) we obtain the transform pair

|
L(t e u(t)) = L(t"u(t),s — a) = (s—nw Re(s) > Re(a),  (4.6)
where n > 0 is an integer. This is the only Laplace transform pair we require
here.

4.1 The transfer function and the Laplace transform

Our purpose for introducing the Laplace transform is to study the response of
a linear time-invariant system H to exponential signals of the form e*!. Recall
from Section 3.4 that exponential signals are eigenfunctions of linear time-
invariant systems. That is, for each s € C, the response of H to e is Ae*!
where A € C is a constant that does not depend on ¢, but may depend on s and
the system H. To highlight this dependence on H and s we write A(H,s) or
A(H)(s). Considered as a function of s, A(H, s) is called the transfer function
of the system H. For a given system H, we would like to understand how
A(H, s) behaves as s changes. In what follows we regularly drop the argument
“(s)” and simply write A(H) as the transfer function of H.
Assume that H is a regular system with impulse response h. In this case,

H(e® t) = " \(H, s) = h x e

:/ h(r)e*t="dr
=é’ / h(T)e™*"dr

=eSL(h,s),
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and so, A(H) = L(h). That is, the transfer function of a regular system is pre-
cisely the Laplace transform of its impulse response. The region of convergence
of the impulse response describes the set of complex exponential signals €5 that
can be input to (are in the domain of) the system and we refer to this as the
region of convergence of the system. In this way, both signals and systems have
regions of convergence.

The transfer functions of the time-shifter and differentiator can be obtained
by inspection. For the time-shifter

T, (%) = e3(t77) = g757¢st and so ATy, 8) =e". (4.7)

The region of convergence is the whole complex plane s € C. For the special
case of the identity system Ty we obtain \(Tp, s) = 1. For the differentiator

d
D(et) = @6“ = set andso  A(D,s) =s.

The region of convergence is the whole complex plane s € C. More generally,
for the kth differentiator

: d*
DF(e’t) = ﬁe“ = skest and so  A(DF,s) = s". (4.8)

The region of convergence is again the whole complex plane. These results
motivate assigning the following Laplace transforms to the delta “function” and
its derivatives

L(O,s)=1, L0 s) = s

These conventions are common in the literature [Oppenheim et al., 1996].

4.1.1 The transfer function of a linear combination of systems

Let H = aH; +bH>5 be a linear combination of systems H; and Hy. Let R C C
and Ry C C be the regions of convergence of H; and Hy. We have,

H(e®") = aH,(e®") + bHy(e)
)

= a\(H)e™ + a\(Hy)e®! s € RiN Ry,
= (aA(H1) + aA(H2))e™ s € R1 N Ry,
= /\(H)@St se RN RQ,

and so,
ANH) = aX(Hy) + bA(H3) s € Ry N Rs.

That is, the transfer function of a linear combination of systems is the same
linear combination of the transfer functions. The region of convergence of the
linear combination is the intersection of the regions of convergence of the systems
being combined.
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4.1.2 The transfer function of a composition of systems

Let H be the system constructed by composing two systems H; and Hs with
regions of convergence Ry and Ry, that is, H(z) = Hy(Ha2(z)). The response
of H to the signal e®t is

H(e®) = Hy (Hg(eSt))
= Hy(\(Hy)e™) s € Ry
= A(Ha)H; (™) s € Ry
= N(H)A(H, e s€ RN Ry
— A(H)e* s € Ry N Ry,
and so,
A(H) = MH1)A(H2)  s€ RiNRs. (4.9)

That is, the transfer function of a composition of linear time invariant systems
is the multiplication of the transfer functions of those systems. The region of
convergence of the composition is the intersection of the regions of convergence
of the systems being composed.

4.1.3 The convolution theorem

We showed in Section 3.3 that if H; and Hy are regular systems with impulse
responses hj and hg, then the impulse of the system H(x) = H; (Hg(x)) is given
by the convolution h = h; * ho. Because,

AH) =L(h)  AH1)=L(h)  AH1)=L(h),
and using (4.9), we obtain,
L(h1 % hg) = L(h) = AMH) = M H1)A(Hz) = L(h1)L(h2), s € Ry N Ry.

Putting x = hy, y = he, Ry = Ry, and R, = R we obtain the convolution
theorem,

L(xxy) = L(x)L(y), s€ R, NRy. (4.10)
In words: the Laplace transform of a convolution of signals is the multiplication
of their Laplace transforms.

4.1.4 The Laplace transform of an output signal

Let H be a regular system with impulse response h and let y = H(z) = h*xx
be the response of H to input signal z. Using the convolution theorem, the
Laplace transform of the output signal y is

L(y) = L(h)L(x) = A\(H)L(z), s € RN Ry, (4.11)

where R is the region of convergence of the system H and R, is the region of
convergence of the input signal x. Thus, the Laplace transform of the output
signal y = H(x) is the transfer function of the system H multiplied by the
Laplace transform of the input signal z. This result also holds when H is a
time-shifter or a differentiator (Exercise 4.11).
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4.2 Solving differential equations

Assume we have a system modelled by a differential equation of the form

m k
> aD'(x) = bD'(y), (4.12)
=0 £=0

where x and y are signals. Taking Laplace transforms of both sides of this
equation,

m k
L (Z agDz(x)> =L (Z beDz(y)>
(=0 (=0

m k
Z agﬁ(Dl(a:)) = Z ng(DZ(y)) (linearity (4.2))
£=0 =0

m k
> aMDOL(x) =D b A(D)L(y) (using (4.11))
£=0 £=0
m k
D as'Llx) = bis'L(y). (since A(DY) = s* by (4.8))
=0 =0

We have obtained an equation relating the Laplace transforms of z and y,
L(x)(ao+ a1+ ... ams™) = L(y)(bo + bis + ... bys").

Rearranging this equation we obtain
ag+ais+...am,Ss

£ly) = bo + b5+ ... bpst L(@).

Let H be a system such that y = H(x) whenever x and y satisfy the differential
equation (4.12). According to (4.11) the transfer function of H is

m

L(y) ao+ais+...a,s™

AMH) = = .
( ) E(.T) b0+b1$+...bksk

Properties of H can be obtained by inspecting this transfer function. For ex-
ample, the impulse response of H (if is exists) can be obtained by applying the
inverse Laplace transform.

We now apply these results to the differential equations that model the RC
electrical circuit from Figure 10 and the mass spring damper from Figure 11.
The RC circuit is an example of what is called a first order system and the
mass, spring, damper is an example of what is called a second order system.

4.3 First order systems

Recall the passive electrical RC circuit from Figure 10. The differential equation
modelling this circuit is (2.1),

z=y+ RCD(y),
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where x is the input voltage signal, y is the voltage over the capacitor, and R
and C are the resistance and capacitance. The RC circuit is an example of a
first order system. Let H be a system mapping the input voltage signal = to
the output voltage signal y. We will discover the impulse response of H. Taking
the Laplace transform on both sides of the differential equation gives

L(xz) = (1+ RCs)L(y),

and it follows that the transfer function of H is

L(y) 1 r

L(xr) 1+RCs r+s

AH) =

where r = %. The value = = RC' is called the time constant. The impulse
response of H is given by the inverse of this Laplace transform. There are
two signals with Laplace transform Tls: the right sided signal re™"*u(t) with
region of convergence Re(s) > —r, and the left sided signal —re™"*u(—t) with
region of convergence Re(s) < —r. The RC circuit (and in fact all physically
realisable systems) are expected to be causal. For this reason, the left sided
signal —re~"tu(—t) cannot be the impulse response of H. The impulse response
is the right sided signal

1
p

h(t) = re”"tu(t).

Given an input voltage signal x we can now find the corresponding output signal
y = H(x) by convolving x with the impulse response h. That is,

oo

y:H(m)zh*x:/

—00

o]
re”"Tu(r)z(t — 7)dr = r/ e "Tx(t — T)dr.
0
If » > 0 the impulse response is absolutely integrable, that is,

Ir]l1 = /OO |re™" u(t)| dt

— 00

oo
= r/ e~ "tdt
0

=1- lime " =1,
t—o0

and the system is stable (Exercise 3.3). However, if r < 0 the impulse response
is not absolutely integrable, and the system is not stable. Figure 34 shows the
impulse response when r = f%, f%, f%, f%, 1,2. In a passive electrical RC
circuit the resistance R and capacitance C are always positive and r = R—lc is
positive. For this reason, passive electrical RC circuits are always stable.

From (3.4), the step response H(u) is given by applying the integrator I

to the impulse response, that is,

t t _
T‘f'd t
H(u) =I(h) = / Te "Tu(r)dr = Tfo € T >0 )
0 otherwise

— 00
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or more simply
H(u) = (1 —e")u(t). (4.13)
This step response in plotted in Figure 34.

Test 5 (The active RC circuit again) In this test we repeat the experiment
with the active RC circuit from Test 3 with resistors R = Ry = Ry = 27k{) and
capacitors C' = Cy = 10nF. In Test 3 we applied the differential equation (2.8)
to the reconstructed output signal §y and asserted that the resulting signal was
close to the reconstructed input signal Z. In this test we instead convolve the
input signal & with the impulse response

1
h = _%e_t/RC — _re—rt’ r— Rilc _ 0(2)2007

and assert that the resulting signal is close to the output signal . That is, we
test the expected relationship

gy hxT = —/ re”"Tu(T)Z(t — 7)dr = —7"/ e "TE(t — T)dr.
0

oo

From (1.8),

oo L
—r/ e " Z xgsinc(Fst — Fsm — £)dT
0

£=1

L oo
= —r Z (Eg/o e ""sinc(Fst — Fo — {)dT
(=1

=
1%

L
—r Y zef(Fst —0),
=1
where the function
[ee]
ft) = / e ""sinc(t — FsT)dr.
0
An approximation of f(¢) is made using the trapezoidal sum
K N—1
76~ o <g<0> Fg(E) +2 Y g(Am) ,
n=1

where g(7) = e "7 sinc(t — Fs7), and
K = —RClog (107%), N =[10F,K], A = K/N.

Figure 33 plots the input signal Z, output signal y, and hypothesised output
signal h x T over a 4ms window.
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electrical potential

* T time (s)

I I I I I
1 1.001 1.002 1.003 1.004

Figure 33: Plot of reconstructed input signal & (solid line), output signal g (solid line
with circle), and hypothesised output signal h * Z (solid line with dot).

4.4 Second order systems

Consider the mass, spring, damper system from Figure 11 that is described by
the equation
f=Kp+ BD(p) + MD?(p), (4.14)

where f is the force applied to the mass M and p is the position of the mass and
K and B are the spring and damping coefficients. The mass spring damper is an
example of a second order system. Another example of a second order system
is the Sallen-Key active electrical circuit depicted in Figure 20. In Section 2 we
were able to find the force f corresponding with a given position signal p. Let
H be a system mapping f to p, that is, such that p = H(f). We will find
the impulse response of H. Taking Laplace transforms on both sides of the
differential equation gives

L(f) = (K + Bs + Ms?)L(p).
Rearranging gives the transfer function of H,

L) _ 1
L(f) K+ Bs+ Ms?’

A(H) =
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Figure 34: Top: impulse response of a first order system with r = —%, —%, —é, %, 1,
2. Bottom: step response of a first order system with r = —%, —i, —é, i, %, 2.
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We can invert this Laplace transform to obtain the impulse response. There
are three cases to consider, depending on whether the quadratic K + Bs + M s>
has two distinct real roots, is irreducible (does not have real roots), or has two
identical real roots.

Case 1: (Distinct real roots) In this case, the roots are
B - Q, _6 - Q,

where
B g VB2 —AKM
oM’ o oM

and B? —4KM > 0. By a partial fraction expansion (Exercise 4.7),

o=

1
M(s—B8+a)(s+ 5+ a)

A(H) =

! 1 1
S 2M \s—B+4+a s+B+a)’
From (4.6), we obtain the transform pairs

E(e(,@—a)tu(t)) — S_ﬂﬁ’ ﬁ(e_(ﬁ+a)tu(t)) =

1
s+0+a

As in Section 4.3, other signals with these Laplace transforms are discarded
because they do not lead to an impulse response that is zero for ¢ < 0. That is,
they do not lead to a causal system H. The impulse response of H is thus

1

h(t) = Qﬂ—]wu(t)efo“f (eﬂt - efﬂt).

This is a sum of the impulse response of two first order systems.

Case 2: (Distinct imaginary roots) The solution is as in the previous case,
but now 4K M — B? > 0 and f3 is imaginary. Put § = 3/; so that

Pt — 7Pt = 19t _ =39 — 95 5in(At).

The impulse response of H is

1

h(t) = Fozul

t)e”* sin(0t).

Case 3: (Identical roots) In this case, the two roots are equal to —a and

1

MNH) = Mt ar
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From (4.6) we obtain the transform pair

1

E(te_o‘fu(t» = m,

and this is the only signal with this Laplace transform that leads to a causal
impulse response. The impulse response of H is thus

1 —at
h(t) = Mte u(t).

A second order system is called overdamped when there are two distinct
real roots, underdamped when their are two distinct imaginary roots, and
critically damped when the roots are identical. The different types of impulse
responses for are plotted in Figure 35.

With no damping (i.e. damping coefficient B = 0) the roots are of the form
40 and have no real part. In this case, the impulse response is

h(t) (1) sin(6t),

1
oM
where 8 = 3/j = VKM is called the natural frequency of the second order
system. This impulse response oscillates for all ¢ > 0 without decay or explosion.
Two identical roots occur when the damping coefficient B = v4K M, and this
is sometimes called the critical damping coefficient.

The impulse response of a second order system is absolutely integrable when
a = % > 0, but not when < 0. Thus, the system is stable when o > 0
and not stable when o < 0. For the mass spring damper both the mass M
and damping coefficient B are positive, and so, mass spring dampers are always
stable.

From (3.4) the step response H (u) is given by applying the integrator I, to
the impulse response. There are three cases to consider depending on whether
the system is overdamped, underdamped, or critically damped. When the sys-
tem is overdamped the step response is

H(u) =1x(h) = ﬁ/_ e T (T — e P )u(r)dr

1 t
—at (Bt _ =BT
725M/0 e (e e )dT

1 ) e(B—a)t _ 1 N e—(B+o)t _q
QBMU B—a B+« '

When the system is underdamped the step response is

H(u) =1x(h) = ﬁ/o e~ 7 sin(f1)dt

—u(t) <9 — e " (fcos(t) + asin(tQ))) .

M6(a? + 62)
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When the system is critically damped the step response is

t
Hu) = Lo (h) = GLM /0 %te‘o‘tdt
1

= 27zu® (1 =71+ ta)).

These step responses are plotted in Figure 36.

4.5 Poles, zeros, and stability

As discussed in Section 4.2 the transfer function of a system described by a
linear differential equation with constant coefficients is of the form

L(y) ao+ais+...a,s™
L(ZIE) o b0+b18+...bk$k '

A(H) =

Factorising the polynomials on the numerator and denominator we obtain

(s—ag)(s—a1) - (s—am)

(s = Bo)(s = B1) - (s = Br)
where «g, ..., are the roots of the numerator polynomial ag + ays + -+ +
ams™, and By, ...,k are the roots of the denominator polynomial by + b1s +

< 4 bps®, and C = Lb‘—m That such a factorisation is always possible is called
the fundamental theorem of algebra [Fine and Rosenberger, 1997]. If the
numerator and denominator polynomials share one or more roots, then these
roots cancel leaving the simpler expression

s—ag)(s—ai) (s —ap)

(s =Ba)(s—=PB1)--(s—Br)

where d is the number of shared roots, these shared roots being

ANH) = ¢! (4.15)

ag = Bo, o1 =B, ..., ag—1 = Ba-1.

The roots from the numerator ay, ..., a,, are called the zeros and the roots
from the denominator fg,..., B, are called the poles. A pole-zero plot is
constructed by marking the complex plane with a cross at the location of each
pole and a circle at the location of each zero. Pole-zero plots for the first order
system from Section 4.3, the second order system from Section 4.4, and the
system describing the PID controller (2.11) are shown in Figure 37.

It is always possible to apply partial fractions and write (4.15) in the form

where 7, are positive integers, A, are constants, K is a subset of the indices
from {d,d+1,...,k}, and p(s) is a polynomial of degree m — k. If kK > m then
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K 13 K == K =127
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Figure 35: Impulse response of the mass spring damper with M =1, K = %2 and
damping constant B = % (underdamped), B = vV4KM = 7 (critically damped), and
B = 27 (overdamped).
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Figure 36: Step response of the mass spring damper with M =1, K = "72 and damping
constant B = % (underdamped), B = V4K M = 7 (critically damped), and B = 27
(overdamped).
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X T2 +2 )
, Re ‘ Re
—1 1
X T—2 T—2 O

Figure 37: Top left: pole zero plot for the first order system x = y + D(y). There is a
single pole at —1. Top right: pole zero plot for the overdamped second order system
x = 2y +3D(y) + D*(y) that has two real poles at —1 and —2. Bottom left: pole zero
plot for the underdamped second order system x = 5y + 2D(y) 4+ D?(y) that has two
imaginary poles at —1 + 25 and —1 — 2j. The poles form a conjugate pair. Bottom
right: pole zero plot for the equation D(y) = 5z — 2D(z) + D?(z) that models a PID
controller (2.11). The system has a single pole at the origin and two zeros at 1 + 2j
and 1 — 2j.
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p(s) = 0. The integer ry is called the multiplicity of the pole 8, We now
restrict ourselves to the case when the coefficients of the numerator polynomial
ag, - - - , @y, and the coeflicients of the denominator polynomial by, . . . , by are real.
In this case, the coefficients of the polynomial p(s) are real, and the constant
Ay is real whenever the corresponding pole [, is real. If the pole 8y has nonzero
imaginary part there always exists another pole 3; such that 5, = 8}, where 3
is the complex conjugate of 3;. These poles have the same multiplicity, that
is, r¢ = r;, and also the constants A, = A}. Stated another way: the complex
poles occur in conjugate pairs.

We see that the transfer function contains the summation of two parts: the
polynomial p(s), and a sum of terms of the form ﬁ. Let p(s) = vo + 115+
“or T Ve—mS
system

m=k  This polynomial is the transfer function of the nonregular

Hy =T +71D+72D2 + "'+’Ym_kDm_k.

This system is a linear combination of the identity system Ty and differentiators
of order at most m — k. From (4.6),

L <7IjtT_1eﬁtu(t)> = (s—Aﬁ)T Re(s) > Re(B),

s—

and so, the terms of the form # correspond with the transfer function of a

regular system with impulse response %t’”’leﬁtu(t). Other signals with Laplace
transform ﬁ are discarded because they do not correspond with the impulse
response of a causal system. Thus, D, x —At__ g the transfer function of the

(s—Be)"*
regular system Hy with impulse response

Ay
ha(t) = ul(t —remlebet,
W(t) = () Y he e
lteK
Let K, = {¢ € K ; Imf8; = 0} be the indices from K corresponding with the
real poles, and let K; = {¢ € K ; Im 3; > 0} be the indices corresponding with
those poles with positive imaginary part. Because the imaginary poles occur in
conjugate pairs the impulse response hy can be written as
ho(t) = u(t Agt”‘IZ*l Bet t et A Bet A* Bt
2()*“()27“7, 2 +U()Z W!(fe + Ajelt).

eK, LeK;

The terms
A[@Bet + A;eﬁ;t — |Aé| eRCﬁgt (elmﬁgt-i-LA[ e~ Imﬁgt—LA[)

= 2| Ag| P cos (Im Bt + LAy),

and so, the impulse response is

A 2]A
ha(t) = u(t) Z r—‘;t”_lemt + u(t) Z l‘if‘t”_leReB” cos (Im Bt + ZAy).
ek, v ek, ' ©
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This expression can be simplified by putting

B, = A Imf =0
) 2%[! ImgB, >0

so that
ha(t) =u(t) Y Bet™ 'e"P cos (Im Byt + £By). (4.16)
LEK UK;
Observe that the impulse response is a real valued signal (as expected).
The system H mapping x to y is the sum of the regular system Hs and
nonregular system Hy, that is,

y = H(x) = Hy(z) + Ha(x).

Observe that H is regular only if the system H; = 0, that is, only if H; maps
all input signals to the signal z(t) = 0 for all ¢ € R. This occurs only when the
polynomial p(s) = 0, that is, only when the number of poles exceeds the number
of zeros. The system H will be stable if both H; and Hs are stable. Because
the differentiator D is not stable (Exercise 1.7) the system H; is stable if only
if the order of the polynomial p(s) is zero, that is, if p(s) = o is a constant
(potentially v9 = 0). In this case Hi(x) = 7oTp(x) is the identity system
multiplied by a constant. The polynomial p(s) is a constant only when the
order of the denominator polynomial is greater than or equal to the order of
the numerator polynomial, that is, when the number of poles is greater than or
equal to the number of zeros. The regular system Hs is stable if and only if its
impulse response hs is absolutely integrable. This occurs only when the terms
eRefet inside the sum (4.16) are decreasing as t — oo, that is, only if the real
part of the poles Re 5, are negative. Thus, the system Hs is stable if and only
if the real part of the poles are strictly negative.

The stability of the system H can be immediately determined from its pole-
zero plot. The system is stable if and only if:

1. the number of poles is greater than or equal to the number of zeros (there
are at least as many crosses on the pole-zero plot as circles),

2. all of the poles (crosses) lie strictly in the left half plane.

The pole-zero plots in Figure 37 all represent stable systems with the exception
of the plot on the bottom right (a PID controller). This system has two zeros
and only one pole. The single pole is contained on the imaginary axis. It is not
strictly in the left half plane.

4.5.1 Two masses, a spring, and a damper

Consider the system involving two masses a spring, and a damper in Figure 21.
From (2.16), the equation relating the force applied to the first mass f and the
position of the second mass p is
BM,
K

M, M,

f=BD(p) + (M + M3)D*(p) D?(p) + D*(p),
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where B is the damping coefficient, K is the spring constant, and M; and M,
are the masses. Taking Laplace transforms

BMs , MM, 4
7 s+ 7 s)[l(p),

from which, we obtain the transfer function of a system H that maps f to p,

Lp) _ 1
L(f)  s(B+ (M + My)s — ZMzg2 4 MiMy g3)°

AH) =

The system has no zeros and 4 poles. One of these poles always exists at the
origin. The system is not stable because this pole is not strictly in the left half
of the complex plane.

Consider the specific case when B = K = M; = M, = 1. Factorising the
denominator polynomial gives

1
ANH) = )
= 6 s )
where
1 5)
=g (72— 1) ~ 056981,
Y
1 (5(1+35vV3 1
b= <(+WM —(1—jV3)y - 2) ~ —0.21508 + 1.307145,
and vy = (3@_11)1/ ® Applying partial fractions (Exercise 4.8) gives
1 Ao Ay Az Aj
A(H) = =20 + + ,
R ) O Al E ) B T "I M iy
h
o Ay = L =1 A= L ~ —0.956611
’ BrlBe? LT BBy — B . 7
1

As

= ~ —0.0216944 + 0.2120847.
B2(B2 — B1)(B2 — B5) ! o !

From (4.16), the impulse response of H is
h(t) = u(t) (Ao + ArePrt 2| Ay eReP2t cos(Tm ot + ZA)).

This impulse response is plotted in Figure 38. Observe that h is not absolutely
integrable and the system is not stable. The impulse response h(t) does not
converge to zero as t — oo, and correspondingly, the mass My does not come
come to rest at position zero in Figure 38. In the figure it is assumed that the
spring is at equilibrium when the two masses are d = 1 apart. From (2.14), the
position of mass M; is given by the signal p; = g — d where g = h + MyD?(h).
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Figure 38: Impulse response of the system with two masses, a spring, and a damper,
WhereB:K:M1:M2:1.
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4.5.2 Direct current motors

Recall the direct current (DC) motor from Figure 23 described by the differential
equation from (2.17),

RB RJ
v = (KT =+ Kb> D(a) + ?TD2(0),

where v is the input voltage signal and 6 is a signal representing the angle of

the motor. The constants R, B, K., K, and J are related to components of

the motor as described in Section 2.4. To simplify the differential equation put
RJ

a= % + Kp and b = 5 and the equation becomes

v =aD(0) + bD*(0).

Taking Laplace transforms on both sides of this equation gives the transfer
function of a system H that maps input voltage v to motor angle 6,

1
AMH) = ——.
(H) s(a+ bs)
This system has no zeros and two poles. One pole at —7 and the other at the
origin. The system is not stable because the pole at the origin is not strictly in
the left half of the complex plane.
Applying partial fractions we find that

1 1
MH) = — — — 4.1
()= o~ (417
where 3 = —¢. Using (4.6), the impulse response of H is
1
h(t) = au(t)(l — ). (4.18)

Other signals with Laplace transform (4.17) are discarded because they do not
lead to a causal system. The step response H(u) is obtain by applying the
integrator system I, to the impulse response, that is

1

H(u) = Io(h) = —u(t) (Bt + e —1).

af
The impulse response and step response are plotted in Figure 39 when K} = é,
KT:8andB:R:1anszQsothata:i,b:iandﬁ:—l.

4.6 Exercises

4.1. Sketch the signal
x(t) = 672tu(t) + e'u(—t)

where u(t) is the step function. Find the Laplace transform of z(t) and
the corresponding region of convergence (ROC). Sketch the region of con-
vergence on the complex plane. Solution:
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Figure 39: Impulse response (top) and step response (bottom) of a DC motor with

constants K, = i, K,=8and B=R=J=1.
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e 2tu(t) + etu(—t)

The Laplace transform of e~2tu(t) is

L(e™?tu(t),s) = /00 e 2ty (t)eStdt

= /oo e~ (st gy
0

1
= R —9
o e(s) >

and the Laplace transform of efu(—t) is

0
L(etu(—t),s) = / e~ (5= Dtgy

— 00
1
=——, Re(s) < 1.
s—1
Thus, the Laplace transform of e~2*u(t) + efu(—t) is
1 1
s+2 s—1’
and the region of convergence (ROC) is the subset of the complex plane satisfying
—2 < Re(s) < 1. The unshaded region in the plot below depicts the ROC.

L(e™2u(t) + etu(—t), s) = — —2 < Re(s) <1

Im

4.2. Find the Laplace transform of the signal t"u(t) where n > 0 is an integer.
Solution: We have

oo oo}
L(t"u(t)) = / t"u(t)e”Stdt = / tme~Stdt.
—o00 0
Integration by parts gives the indefinite integral

/t"e—stdt sy /t“—le—“dt.
S S
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4.3.

4.4.

So, when Re(s) > 0,
tm t

n n o0
L(t"ut)) = lim —e %" — lim —e 5t + 7/ " lemstat
t—0 s t—oo s S Jo

= %L(t“*lu(t)),

since both limits converge to zero. Unravelling the above recursive equation gives

n n-—1 1 n!
L(t"u(t)) = SX T XXX L(u(t)) = e Re(s) > 0,

since £(u(t)) = % when Re(s) > 0.

Show that the Laplace transform of the signal t"u(—t) where n > 0 is
in integer is the same as the Laplace transform of the signal t"u(t), but
with a different region of convergence. Solution: The working is identical to
question 4.2, but now the limits converge only when Re(s) < 0, and this is the region

of convergence.

Show that equation (4.11) on page 51 holds when the system H is the

differentiator D* or the time shifter 7). Solution: Put y = Ty (z) = x(t — 7).
Taking Laplace transforms

L(y) = L(Tr(z))

oo
= / Ty (z,t)e”5tdt
— 00

o0
= / x(t — 7)e Stdt

—o0

= / z(k)e s dk (ch. vars. k=t —1)

(oo}
= eiST/ z(k)e *"dr

=e °TL(x)
= MTr)L(x)
as required.

We now show the result for the differentiator D. The argument we use is based on that
of Rudin [1986, page 179]. We have just shown that the Laplace transform of the time
shifted T_-(z,t) = x(t + 7) is e"*L(x, s). Since the Laplace transform is linear

. (T,T(ag) —x) LS Y

T

We now consider what happens to both side of this equation as 7 — 0. Application of
L’Hopitals rule shows that
et —1
lim
T—0 T
and so, the right hand side satisfies

=s,

lim
T—0 T

On the left hand side we have
T_r(x) —x > x(t+71)—x(t
lim £ <7T( ) ) = lim / 7( ) ( )e st

T—0 T 70 /) _ T
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4.5.

4.6.

4.7.

Observe that
t — x(t
o 2t 7) = ()
T—0 T
by definition of the differentiator D. Lebesgue’s dominated convergence theorem [Rudin,
1986, page 26] can be used to justify exchanging limits and integration so that

lim / 73&@ +7) -2 e Stdt = / lim 7x(t +7)—2®) e Stdt

T—0 0o T0 T

= D(x)

_ /°° D(z, t)e=*tdt = £(D(x)).

We now have £(D(z)) = sL(z) = A(D)L(z) as required.
The result follows for the kth differentiator D* because
L(D*(y)) = L(D(D*(y))) = sL(D*~1(y))
and unravelling this recursion gives
L(Dk(y)) =8XS8SX- X8 XE(D(y)) = skﬁ(y) = )\(Dk)ﬁ(y)
k — 1 times
as required.

What is the transfer function of the integrator system I, and what is its
region of convergence? Solution: We have

t est esa
Ioo (€%, 1) :/ e’Tdr = — — lim
— 0o s a——00 §
and the limit exists only when Res > 0 and in this case it is zero. So
1
Too (et t) = —est Res >0
s
and A(Ioo,s) = %
By partial fractions, or otherwise, assert that

as e ab
s+b s+b

Solution: Adding and subtracting ab from the numerator
as+ab—ab a(s+b)—ab a(s+D) ab ab

s+ b s+b s+b s+b_a s+b

By partial fractions, or otherwise, assert that

s+ec a—c¢ c—b

G+ae+h)  a-be+a)  (@a-b(+0)
Solution: Hypothesise the solution
s+c A B
(s+a)(s+b) T sta + s+b

Multiplying both sides by (s + a)(s + b),

s+c=A(s+b)+ B(s+a).
Putting s = —a gives ¢ — a = A(b — a), and pitting s = —b gives ¢ — b = B(a — b), and
S0,

s+c a—c c—b

GraG+h) (@-be+ta)  (@-be+bh
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4.8. By partial fractions, or otherwise, assert that

1 _A0+A1+A2+A§
s(s—a)(s—b)(s—b*) s s—a s—b s—0b*

where a,b € C and Re(b) # 0, and
1 S P
alb]?’ YT aa— b2’ 2T b —a)(b—b*)

You might wish to check your solution using a symbolic programming
language (for example Sage, Mathematica, or Maple). Solution: The math-
emtica command

Ag =

Apart[1/s/(s - a)/(s - b)/(s - ¢), s]

returns the equation

1 LA A A A LR R
s(s—a)(s—b)(s—c)_ s s—a s—b s—b* abcs (s—¢)
where 1 "
Ag = —— A= ——m———
0 abe’ ! a(a —b)(a—c)’
1 1
Ay = A3 = —————.
2T hb—a)b-c)’ 37 dc—a)(c—b)
Setting ¢ = b* gives
! P
0= alb|?’ 170L|a—b\2’
1 1
Ag—m ——— — Ag = —— —  — AX
2T bb—a)b—b*)’ T —a)(br —b) 2
as required.
4.9. Let 9% 1 1
S
Ly)= 5"
s +s—2

be the Laplace transform of a signal y. By partial fractions, or other-
wise, find all possible signals y and their regions of convergence. Solution:
Factorise the polynomial on the denominator

2s+1

(s+2)(s—1)"
Adding and subtracting s — 1 on the numerator
2s+14+(s—1)—(s—1) s—1 n s+2
(s+2)(s—1) S (s=1D(s+2)  (s—1)(s+2)
1 1
s +2 * s—1°

There are two time domain signals with Laplace transform

1
s+2”
e~ 2tu(t), Re(s) > —2 and — e 2ty(—t), Re(s) < —2,
=
etu(t), Re(s) > 1 and — etu(—t), Re(s) < 1.

There are three possible signals with nonempty regions of convergence

y(t) = e 2tu(t) — etu(—t) —2<Re(s) <1,

y(t) = e~ 2u(t) + etu(t) 1 < Re(s),
y(t) = —e~Zu(—t) — etu(—t) Re(s) < —2.

and two time domain signals with Laplace transform —
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4.10. Consider the active electrical circuit from Figure 17 described be the dif-

4.11.

ferential equation from (2.7). Derive the transfer function of this system.
Find an explicit system H that maps the input voltage = to the output
voltage y. State whether this system is stable and/or regular. Solution:
The differential equation modelling the circuit is

x y
— = —C1D(z) = = + CaD(y),
o~ C1D(@) = -+ C2D()

and taking Laplace transforms on both sides of this equation

1
- 4+ C1s
_Rliﬁ(x)f_o""'%s

Ly = =
%2+Czs B+s

ﬁ, B = ﬁ, and v = % The transfer function of the system mapping

z to y is correspondingly

where oo =

)\(H) _ 7oz+'ys __ a s
B+s B+s PB+s
Applying partial fraction (as in Exercise 4.6) to the second term gives
) = =& +18
B+s

The first term fo‘BTsﬂ corresponds with a regular system, say H2, having impulse
response
ha = —(a+yB)u(t)e”F*
by using the Laplace transform pair from (4.6) with the integer n = 0. The term —v
correspond with the system H;p = 7Ty, i.e, the identity system multiplied by —v. The
system H that describes the mapping between input voltage x and output voltage y is
thus
H(z) = Hi(x) + Ha(z) = —yz + ha x .

The system is not regular because the Hj is not regular. The system is stable because

Hj is stable and Hs is stable because the impulse response hg is absolutely integrable

1
R2Co
function does not have more poles than zero, and the system is stable because the

since f = > 0. Equivalently the system is not regular because the transfer

transfer function has at least as many poles as zeros (equal in this case), and because

all the poles lie strictly in the left half plane.

Given the mass spring damper system described by (4.14), find the posi-
tion signal p given that the force signal

1 0<t<l1
0 otherwise

is the rectangular function time shifted by % Consider three cases:

(a) M =1, K =7 and B = %,

4
(b) M=1,K =2 and B =,
() M=1,K == and B =27,
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Plot the solution in each case, and comment on whether the system is
underdamped, overdamped, or critically damped. Solution: Observe that
the input force signal can be written as the sum of the step function w and its negated
time-shift, that is,

f(t) =u) —u(t = 1) = u(t) - T1 (1)
and so, the response of the linear, time invariant system H modelling the mass spring
damper to input force signal f is

H(f) = H(u—Ti(u)) = H(u) = T1 (H(u)),

and so, H(f,t) = H(u,t) — H(u,t — 1), where H(u) is the step response of the system.

The step responses are described in Section 4.4. As described in Section 4.4, the system

™

is underdamped when B = %,

B = 2m.

critically damped when B = 7 and overdamped when
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5 The Fourier transform

The Fourier transform of an absolutely integrable signal x is defined as

F(x) :/ x(t)e 72Tt (5.1)
The Fourier transform is a function of the real number f, and if we need to
indicate this we write F(z)(f) or F(z, f). For example, the rectangular pulse
I1(¢t) from (1.4) is absolutely integrable and has Fourier transform

F(I) = /Oo (t)e 72"t dt

— 00

1/2
_ / e*jZﬂftdt
—1/2
oITf _ gmimf
j2rf
sin(wf) .
= = . 5-2
2 = sine() (52)
The sinc function is plotted in Figure 40.
The Fourier transform is closely related to the Laplace transform because

Flx, f) = L(x,j2n f)

for those signals x with region of convergence containing the imaginary axis, that
is, for absolutely integrable x. The Fourier transform inherits the properties of
the Laplace transform that were described in Section 4.1. For example, if H
is a regular system with impulse response h that has Fourier transform F(h),
then the spectrum of H satisfies

A(H, f) = L(h, j2nf) = F(h, ).

That is, the spectrum of a regular system (if it exists) is given by the Fourier
transform of its impulse response. Like the Laplace transform, the Fourier
transform obeys the convolution theorem (4.10), that is,

F(zxy) = F(x)F(y). (5.3)

In words: the Fourier transform of a convolution of signals is given by the
multiplication of the Fourier transforms of those signals.

It follows from (4.11) that if H is a regular system with spectrum A(H)
and if = is a signal with Fourier transform F(x), then the signal y = H(z) has
Fourier transform

Fly) = MH)F(z).
This property also holds for the differentiator system D and the time shifter
system T, (Exercise 4.11). From (4.7) and (4.8) the spectrum of T, and the kth
differentiator D* satisfy

A(TT7 .f) = e*jQﬂ‘fT’ A(Dk7 f) = (]27Tf)k

(6]
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Figure 40: The sinc function sinc(t) = sin(mt)

from which we obtain the time shift property,

F(Tr(2)) = MT7)F(z) = e > F(a),
and the differentiation property,

F(D*(x)) = AD")F(2) = (j2m ) F(x),

of the Fourier transform. These results motivate assigning the following Fourier
transforms to the delta “function” and its derivatives

FO,f)=1,  LO"f)=(2nf)". (5-4)

These conventions are common in the engineering literature [Oppenheim et al.,
1996].

Similarly to the Laplace transform (4.5), the Fourier transform obeys a fre-
quency shift rule that relates the transform of a signal x(¢) to that of the
signal e2™7ft2(t) where v € R. From (4.5), the frequency shift rule asserts that

}"(ez’rmtx(t),f) =F(z, f—7). (5.5)

Since cos(2myt) = £e*™7 4 1= we also have

F(cos2myt)z(t), f) = %]—"(m, =7+ %]—"(x,f +7). (5.6)

This is sometimes called the modulation property of the Fourier trans-
form [Papoulis, 1977, page 61]. This property is of particular importance in
communications engineering [Proakis, 2007].

5.1 Duality and the inverse transform

Given a signal z we will often denote its Fourier transform by & = F(x). Observe
that z, like z, is a function that maps a real number to a complex number.
Thus, the Fourier transform Z is a signal with independent variable representing
frequency. It is usual to call z the time domain representation of the signal
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and Z the frequency domain representation. If Z is absolutely integrable, then
x can be recovered using the inverse Fourier transform

oo

o(t) = F(3,1) = / B, (5.7)
For example, let & = F(x) = II be the rectangular pulse. By working analogous
to that from (5.2),

o0

x(t) = / T(f)e? I tdf = sine(—t) = sinc(t).
— 00

We are lead to the conclusion that the Fourier transform of sinc(t) is the rect-

angular pulse II(f).

The rectangular pulse II is finite in time and absolutely integrable. The sinc
function is not absolutely integrable (Exercise 5.3). Because of this the integral
equation that we have used to define the Fourier transform (5.1) cannot be
directly applied to the sinc function. The inverse transform provides a method
for assigning Fourier transforms to signals even when the formula (5.1) does
not apply. Although sinc is not absolutely integrable, it is square integrable
(Exercise 5.3). It can be shown that all square integrable signals have a Fourier
transform, and that the Fourier transform is itself square integrable. This is
called the Plancherel theorem [Rudin, 1986, Th. 9.13]. For our purposes it
suffices to remember only that the Fourier transform of the sinc function is the
rectangular pulse II.

Let = be a signal with Fourier transform

oo

i(f) = Fla, f) = / S

Evaluating & at —t we find that
© .
T(—t) = / x(1)e?™ T dr = F~ Y (x, ).
—00

That is, if Z is the Fourier transform of x, then z is the Fourier transform of &
reflected in time. Another way to write this is

F(z,t) = F(F(x),t) = z(-t).

Equivalently, if we define
R(z,t) = x(—t) (5.8)

as the system that reflects its input signal, then
F(F(x)) = F*(z) = R(x),

where we use the notation F? to denote application of the Fourier transform
twice. This is the called the duality property of the Fourier transform. Apply-
ing the Fourier transform three times to a signal x we obtain

i) = F(F(F(@) = R(F(x)) = F(R(x)). (5.9)
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It follows that the Fourier transform commutes with the reflection system R.
This is called the reflection property of the Fourier transform. Informally
stated: a reflection in the time domain causes a corresponding reflection in the
frequency domain.

The duality property and (5.4) motivates assigning a Fourier transform the
signal 1, that is,

F(1) = R(d) =4,
where we treat the delta function as if it were even, i.e., we assign it the property
0(t) = 6(—t) so that R(d) = . Combinging this with the frequency shift rule
motivates assigning the following Fourier transform to the complex exponential
signal e/2m7¢, _
F(e?™) = 8(f =),
and, similarly, motivates assigning the Fourier transforms
F(cos(2mt)) = F(5e7*™" + 1772 = L65(f —~v) + 16(f + )
and
F(sin(27t)) = f(zijeﬂmt — 2ije’j%wt) = %5(]’ —5) — %5(]" +7)

to the signals sin(27t) and cos(2nt). These conventions are common in the
literature [Oppenheim et al., 1996]. It is important remember that ¢ is not a
signal. It is not a function. The signals 1, €>™*  cos(27t), and sin(27t) are
neither absolutely integrable nor square integrable and do not formally have
Fourier transforms. You cannot, for example, apply the integral equation (4.1)
to cos(27t) and expect a meaningful result. Nevertheless, these conventions will
often lead to valid results when applied with discretion.

Let & = F(x) and § = F(y) be the Fourier transforms of signals z and y.
By duality

F(&) = F(z) = R(x),  F() =F(y) = Ry).
Because the product R(x)R(y) = R(xzy) we have
R(xy) = R(z)R(y) = F(2)F(9) = F(& +9),

where the last inequality follows from the convolution theorem (5.3). Apply-
ing the Fourier transform to both sides and using the duality and reflection
properties we obtain

R(F(zy)) = R( * ).
Applying the reflection system R to both sides and using the fact that R? = Ty
is the identity system we obtain

Flay) =2 x9 = F(z) * F(y).

Thus, the Fourier transform of a product of signals is the product of the Fourier
transforms. This is called the multiplication theorem. The multiplication
theorem often goes by the phrase: “Multiplication in the time domain is convo-
lution in the frequency domain”.
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5.2 Parseval’s identity

Let x be a signal with Fourier transform & = F(z). The Fourier transform of
x*, the complex conjugate of z, satisfies

F(x*, f) = /oo J:(t)*e_ﬂ”ftdt

—00

:/00 (x(t)ejzﬂft)*dt

= &(—f)". (5.10)

It follows that if = is a real valued signal so that x = x*, then Z(f) = &(—f)*.

That is, the Fourier transform of a real valued signal is conjugate symmetric.
The convolution theorem (5.3) asserts that F(z xy) = F(z)F(y) = 3.

Applying the inverse Fourier transform to both sides of this equation gives?

@O = [ awle-nir= [ sy
Setting ¢ = 0 we obtain what is often called Parseval’s identity
[ atmwt-nar= [ atnicar

— 00 — 00

Putting y(t) = x(—t)* so that §(f) = &(f)* we obtain the special case

| wora= [t

or equivalently ||z||2 = ||Z||2. In words: the energy of a signal is equal to the
energy of its Fourier transform.

In Tests 4 and 6 we made use the fact that sinc and its time shifts by a
nonzero integer T, (sinc) are orthogonal. That is,

< . 1 m=0
[m sinc(t) sinc(t — m)dt = {0 m 0. (5.11)

where m € Z. We now use Parseval’s identity to prove this. Applying the
frequency shift rule (5.5) to the rectangular pulse II we have

F (2 IMHI(t), f) = F(IL, f —m) = sinc(f —m).

2The product of two square integrable function is absolutely integrable [Rudin, 1986,
Thm 3.8].
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Putting z(t) = €2™™!TI(t) and y(t) = I1(¢) in Parseval’s identity gives

/ h sinc(f — m) sinc(f)df = /_ Z 2™ IMTI (7)) (—7)dT

—0o0
1/2

/ 627rjm'rd7_
—1/2

eﬂ'jm — eTim

2wim
= sin(rm) = sinc(m).
™m
The result (5.11) follows because sinc(m) is equal to one when m = 0 and equal
to zero when m is any other integer (Figure 40).

5.3 Ideal filters

For many engineering purposes it is desirable to construct systems that will pass
(have little affect on) a complex exponential signal e/27/* for certain frequencies
f, but will reject (significantly attenuate) these signals for other frequencies.
Such systems are called filters. Those frequencies that the filter intends to pass
unaffected are said to be in the pass band and those frequencies that the filter
intends to reject are said to be in the stop band.

For example, an ideal lowpass filter with cuttoff frequency c is the
system L. with spectrum

— <
A(Ly) = 1 c<f._c:1_[(f>.
0 otherwise 2c

Applying the inverse Fourier transform to H(%) gives

sin(2emt)

= 2c¢sinc(2ct).
77

c
— 0o —C

/ H(Qf>6127rtfdf: ej27'rtfdf —

We conclude that the ideal lowpass filter L. is a regular linear time invariant
system with impulse response 2c¢sinc(2ct).

An ideal highpass filter with cuttoff frequency c is given by the linear
combination Ty — L. where T} is the identity system. The spectrum is

A(T0+LC)A(T0)+A(LC)1H<f) {0 —c<f<ec

2c 1 otherwise.

This ideal highpass filter is not regular because the system T is not regular.
The system does not have a signal representing an impulse response, however,
it is common to represent it by §(¢) — 2¢sinc(2c¢t) using the delta function as
described in Section 3.1.
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An ideal bandpass filter with upper cuttoff frequency u and lower cuttoff
frequency /¢ is given by the linear combination L, — Ly. The spectrum is

1 —u< f<—4

A(Lu—Lg):H<f>—H<2f£>: 1 u<f<t

2u ;
0 otherwise.

It follows that the ideal bandpass filter has impulse response 2usinc(2ut) —
2¢sinc(2¢t). The spectrum and impulse response of the ideal lowpass, highpass,
and bandpass filters are plotted in Figure 41.

5.4 Butterworth filters

The ideal filters described in the previous section are not realisable in practice.
One reason for this is that they are not causal because the sinc function is un-
bounded in time. We now describe a popular practical low-pass filter discovered
by Butterworth [1930]. A normalised low pass Butterworth filter of order m,
denoted by B,,, has transfer function
m
A(Bm) = m ]; = m (27T) y
Hi:l(ﬂ =B ILZi(s—2mBy)

where B1,. .., B are the roots of the polynomial s*™ + (—1)™ that lie strictly
in the left half of the complex plane (have negative real part). It is convenient
to precisely define these roots as

By = jcos(”(éﬁl))fsin(ﬂ%mfl)), E=1,....m
F jeos (B )—l—sin(%), k=m+1,...,2m.

The roots are plotted in Figure 42. Observe that the roots Bp,41, ..., Som are
given by negating the real parts of B1,..., Bm, that is, Bmii = 5(5i/5)*.
The spectrum of B, is

1

ABw) = G5
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1(5;) 2¢sinc(2ct)

2c

¢ N\

—c C S \/

\/\/

1-TI(5) §(t) — 2esine(2¢t)
7 — 1z
! A~/ AN
_c c N\ N\
—2c
I(5;) — T(5;) 2u sinc(2ut) — 2¢ sinc(24t)
2(u—1)
1<,
t t
—u ) u

Figure 41: Spectrum and impulse response of the ideal lowpass filter L. (top), the
ideal highpass filter To — L. (middle), and the ideal bandpass filter L, — L, (bottom).
The ideal highpass filter is not regular and does not have an impulse response. We
plot the ‘pretend’ impulse response using the delta function described in Section 3.1.
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Im Im
B1 33
. Re Re
B1 B2
B2 34
Im Im
B.l B A Js
[ ] ;J
) Re Bo 6 R
B2 35
B3 37
B3 Be 5. . ;\

Figure 42: Roots of the polynomial s*™ 4 (—1)™ for m = 1 (top left), m = 2 (top
right), m = 3 (bottom left), and m = 4 (bottom right). All the roots lie on the complex
unit circle and have magnitude one. The poles of the normalised Butterworth filter
B,,, are those roots from the left half of the complex plane (unshaded).
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The squared magnitude of the polynomial on the denominator is

ﬁ(jf s - (ﬂ(jf - ,6») (ﬂ(jf - ﬂ»)*
= ﬂ(jf — 8 f — B
= ﬂ(jf — 83" (f = (B:/4)")
and because j*/j = —1 we have
ﬁl(jf ) 2: (- _ﬁlw — B)Gf —3(Bi/3))
~ -y ﬁ(jf B)0S ~ Bse)
2m
= (*1)m£[1(jf — Bi).
Because f31, ..., Bam are the roots of the polynomial 2™ + (—1)™ we have
ﬁlw ) 2= (D)™ (G + (~1)™) = 2" + 1.

It follows that the magnitude spectrum of B,, is

1
|A(Bn)| = \/ i

The magnitude and phase spectrum of the filters By, Bs, B3, and B, are plotted
in Figure 43.

The cuttoff frequency of the lowpass filter B,, is defined as the positive real
number ¢ such that [A(B,, f)|* < 1 for all f > c. The normalised Butterworth
filters have cuttoff frequency ¢ = 1Hz. A lowpass Butterworth filter of order m
and cuttoff frequency ¢, denoted B¢, has transfer function

1
s

A(Br,.8) = MBm, 3) = e —5)
i=1\27c v

The magnitude spectrum satisfies

1 c2m

A(B,, NI = [A(Bp, D)P = = :
| ( m?f)| | ( ’c)| (%)2m+1 f2m_|_62m

(5.12)
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t

1 2 3

Figure 43: Magnitude spectrum (top) and phase spectrum (bottom) of normalised
Butterworth filters B, B2, Bs and Bjy.
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A first order Butterworth filter Bf has spectrum

P S
ABI) L1 df+¢
Putting % = 27 RC we find that this is the same as the spectrum of the RC
electrical circuit (Figure 10) or the active RC circuit after negation (3.8). Thus,
the RC electrical circuit is a first order Butterworth filter with cuttoff frequency
c= ﬁ. In Test 4 we constructed the active RC circuit with R =~ 27k and
C =~ 10nF and measured its magnitude spectrum. The cuttoff frequency was
¢ = 5%10° ~ 580Hz.

A second order electrical Butterworth filter can be constructed using the
Sallen-Key circuit described in Section 2.2 and Figure 20. The input voltage z

and output voltage y of the Sallen-Key satisfy the differential equation (2.13)
r=9y+ C2(R1 + RQ)D(y) + R1R20102D2(y).

The transfer function is

Lly) _ 1
L(x) 14 Cy(Ry+ Ry)s+ R1RyC1058%"

The second order Butterworth filter BS has transfer function
1
(575 = B)(gres — B2)’

where 01 = 5 = e737/4 Expanding the quadratic on the denominator gives

A(BS) =

m

1
A(B;,) = .
( ) 1 + \/517'((,’8 + 47‘{;62 82
Choosing the resistors and capacitors of the Sallen-Key to satify
1 1
CQ(R1 + RQ) = R1R2C102 =

422

V2re

leads to a second order Butterworth filter. A convenient solution is to put
Cy = 205 and Ry = R,. This gives a second order Butterworth filter with
cuttoff
. 1 B 1
\/§7T02(R1 +R2) \/i?TClRl'
In Test 6 we construct a second order Butterworth filter using a Sallen-Key and
measure its magnitude spectrum.

Butterworth filters of orders larger than m = 2 can be constructed by
concatenating Sallen-Key circuits and RC circuits. If m is even then m/2
Sallen-Key circuits are required. Each Sallen-Key is used to construct a con-
jugate pair of poles, that is, the kth Sallen-Key would have poles 27¢f), and
2refy = 2ncPm—k41. If m is odd then (m — 1)/2 Sallen-Key circuits and a
single RC circuit (or active RC circuit) can be used. The RC circuit is designed
to have the real valued pole (3, 41)/2 = 2me.
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Test 6 (Butterworth filter)

We construct a second order Butterworth filter using the Sallen-Key circuit
from Figure 20 with capacitors Cy =~ 100nF, C; ~ 2C5 ~ 200nF and resistors
Ry = Ry =~ 1000€2. The cuttoff frequency is

1
¢c=———— ~ 1125Hz.
\/§7TC1R1
Sinusoids of the form
sin(27 fit), fe=110x 22 k=0,1,...,12

are input to the filter using a computer soundcard and the magnitude spec-
trum is measured using the method described in Test 4. Figure 44 shows the
measurements (dots) plotted alongside the hypothesised spectrum

oy | 1
|A(B3)| = W.

1 —

0.8 —
g
&
E
3

2, 0.6 —
wn
]
<
s
5

% 0.4 —
<
g

0.2 —

|A(B3)]
0 — ® measured frequency (Hz)
[ [ [ [ [
0 1000 2000 3000 4000 5000

Figure 44: Plot of the hypothesised magnitude spectrum of the second order Butter-
worth filter |A(B;y,)| (solid line) and of the measured magnitude spectrum of the filter
implemented with a Sallen-Key active electrical circuit (dots).
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5.5 Sampling and interpolation
Let x be a signal with Fourier transform & = F(x) and let
Bp(f) =Y &(f —m). (5.13)
meZ
The signal £, is periodic with period one since for every integer k,
Ep(f = k)= @(f—k—m)= > &(f—m)=diy(f).
meZ MmEZL

For this reason &, is sometimes called the periodised or wrapped version of
& [Fisher and Lee, 1994]. We plot functions & and their periodised versions &,
in Figure 44.

Assume that we can write the periodic signal Z,(f) as a series

=Y ape 2 (5.14)

nez
The coefficients x,, in this series can be recovered by
1/2 _
T, = / / ip(f)e2™ I df. (5.15)
—~1/2

To see this write

1/2 1/2 ) .
/ 7 ( 27r]fndf / Z xme—]27rfm)€27rjfndf

—1/2 1/2

mGZ

_ Z xm/ 7j27rfmej27rfndf
mEZ 1/2

— Z / ej%f(nfm)df
mEZ 1/2

= Z X sinc(n —m)
mEeEZ

= xn

because sinc(n —m) = 1 when n = m and zero otherwise. The periodic function
%, is called the discrete Fourier transform of the sequence z,,.
Substituting (5.13) into (5.15) we obtain

1/2

/
xn/12 Y E(f - m)erIndf = Z/ B(f — m)e*™ I df.

/2 ez mez” —1/2
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By the change of variable v = f — m we obtain

1/2—m
=Y [0 ey
mez’ ~1/2=m
1/2—m ] )
= Z / &(y)e*™ ™ dy (since €*™™ = 1)
mez? —1/2—m

= [ atmermiviay

=F Y(g,n)

= z(n).

Thus, the sequence x,, corresponds with the signal x sampled at the integers,
that is z,, = z(n).

A signal z is called bandlimited if there exists a positive real number b such
that F(z, f) = 0 for all |f| > b. For example, the sinc function is bandlimited
with bandwidth % because its Fourier transform F(sinc, f) = II(f) = 0 for all
|f| > b. The value b is referred to as the bandwidth of the signal z. If z is
bandlimited with bandwidth b < %7 then z can be recovered from its samples
at the integers, that is,  can be recovered from the sequence x,. To see this,
first observe that
#(f) m=0
0 otherwise

H(f)z(f —m) = {

since 2(f) = 0 whenever |f| > %. Now, multiplying Z,(f) by the rectangle

2
function gives

(f)ay(f) = Y T(HE(f —m) = &(f).

meZ

Now consider the signal

Z(t) = Z Xy sine(t — n).

nez

Taking the Fourier transform on both sides gives

F(z)=F( Z Ty sinc(t — n))

nez
= Z zn F (sinc(t — n))
neL

= Z Lne I f) (time shift property of F)
nez

()2 (f) (from (5.14))
=2(f)
= ]:(x7 f)
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Thus, F(Z) = F(z) and application of the inverse Fourier transform reveals
that £ = x, that is

z(t) = Z Zp sine(t — n).

neZ

If instead of sampling at the integers we sample at rate Fs so that =, = z(Fsn),
then, by a similar argument, we find that z can be recovered as

z(t) = Z Zp sinc(Fst — n)

neZ

provided that z is bandlimited with bandwidth F /2. This is called the Nyquist
criterion.

5.6 Exercises

5.1. Plot the signal e~/*l where o > 0 and find its Fourier transform. Solution:

oo
]_-(efodt\) :/ efa|t\efj2ﬂ'ftdt
—o0
e} 0
:/ e*"‘te*jz"ftdt—l—/ eatefj27rftdt
0 —o0

o 0 _
:/ 6—(]27ff+(1)tdt+/ o—(G2mf—a)t gy
0

ef(j27rf+0c)t o e*(j27rf*0‘)t 0
C|Gmfta) | [ -G2f—a)]

Because a > 0, the limits as t — oo and ¢ - —oo go to zero leaving

1 1 _ j2rfta—jg2nf+a 2a

2rf+a  j2nf—a (j2nf + a)(jorf — )  An2f2 4 a2’

5.2. Plot the signal
t+1 —-1<t<0
A)={1-t 0<t<1
0 otherwise

and find its Fourier transform. Solution: This signal is often called the triangle
function or triangle pulse.
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| ‘ f f
T9 1 1 2
2(f) =1(f/2)(1 4 cos(n f)) 2p(f)
P S I
. , f \\\LA// \\\‘/// \\ /// \\ // \\ // f
To 1 1 2 2 1 1 2
E(f) =T1(3f/2)(1 + cos(3n [)) 2p(f)
| ‘ f f
2 1 2 2 1 1 2

Figure 44: Signals & and their periodised versions Z,. Aliasing occurs in the plot on

the top and middle. No aliasing occurs in the plot on the bottom.
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5.3.

You can do this directly using the formula for the Fourier transform and integrating
by parts. However, it is easier to first realise that the triangle pulse is the convolution
of the rectangular function with itself. That is IT « IT = A. To see this write

1/2

(I % TT)(t) = /_oo ()Tt — 7)dr = / TI(t — 7)dr

—1/2

Now II(t — 7) = 1 for 7 in the interval (—% + t, % + t) and zero otherwise. Thus, the

integral evaluates to zero if t > 1 or t < —1. When ¢t € [—1,0)
1/2+t
(H*H)(t):/ dr=t+1
—1/2

and when tin[0, 1)
1/2

(H*H)(t):/ dr=1-1t

—1/2+t
as required. Now, by the convolution theorem (5.3)

F(II+11) = F(A) = FA)F(II) = sinc?(t).

Show that the sinc function is square integrable, but not absolutely in-
tegrable. Solution: Our proof is by contradiction. Assume that sinc is absolutely
integrable. Then

o0
|| sinc||1 = / |sinc(t)| dt
o0

oo
> / |sinc(t)| dt
0

oo n .
sin(mt
-3 / ﬂ‘dt
n=17/n-1 mt
oo
=S
n=1
where we put
" |sin(7t
an :/ sin(rt) | 4.
n—1 Tt

Under our assumption that sinc is absolutely integrable we must have that the infinite

sum a1 + a2 + ... converge to a finite number. Now
" |sin(mt 1 n 2
an > / RLIGOI P 7/ lsin(rrt)| dt =
no1| mn ™ Jp_1 m2n

However, the sum

> 2 o= 1

2= m 2,

n=1 n=1
involves the harmonic series (a p-series with p = 1) and so diverges (to show this use

either an integral test or the condensation test). Thus, our initial hypothesis that sinc
is absolutely integrable is false.

Graphically, the argument we have used bounds |sinc| above the function

b 0 t<0
(t) = W‘ te(n—1,n]

and then shows that b is not absolutely integrable. The function [sinc| (dashed) and b
(solid) are plotted in the figure below.
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To show that sinc is square integrable observe that sinc?(t) is bounded below the

function
1 <1
g(t) = { 1

=z otherwise,

that is sinc?(t) < g(t) for all t € R. Thus

oo
Hsinc||2:/ Isinc(t)|? dt
—oco

5.4. Find and plot the impulse response of the normalised lowpass Butterworth
filters Bl, BQ and Bg.
5.5. Plot the signal
t —i<t<?
Mg ={' "2<'=3
0 otherwise
and find its Fourier transform. Solution:

{II(E)

S
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A direct approach is

oo 1/2
C(tH(t)):/ tH(t)e*Sftdtzf te”Stdt
—o0 —1/2

and integrating by parts gives

L(1TI(1)) = {t ;T/; / 12 s

e—s/2 Jres/z 1/2
- [ }71/2

e=5/2 4 5/2  g—s/2 _ ¢8/2
- —2s B 52

1 s/2 —s/2 s/2 _ ,—s/2
1 <_e +e I e e .
s 2 s

Because tII(t) is absolutely integrable its region of convergence includes the imaginary
axis and we can obtain the Fourier transform by evaluating the Laplace transform at
s =j2nf,

F(tI(t), f) = L(=, j27 f)

1 eImf L e=inf  inf _ e—inf
T onjf (__ 2 * 2jm f )
= 27r1jf (sinc(f) — cos(wf)).

An alternative approach is to observe that
F(D(sinc)) = A(D)F(sinc) = j2r fI1(f),
and so, by duality,
F(g2mtIl(t), f) = F(F(D(sinc)), f) = D(sinc, —f)

The derivative of the sinc function is given in (2.9)

D(sinc, —f) = %P(Sin(ﬂ'f) —mfcos(rf)) = %(sinc(f) — cos(mf)).
Dividing by j27 we obtain
F(tIL(t), f) = 2j71'12f2 (mf cos(nf) —sin(nf)) = % ! e (sinc(f) — cos(mf))

again. A plot of the Fourier transform is below. Observe that the Fourier transform is
purely imaginary so we plot the imaginary part.

Im F(¢I1(t))
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5.6. Plot the signal II(¢)(1 + cos(2nt)) and find its Fourier transform. Plot the
Fourier transform. Solution:

TI(¢)(1 4 cos(27t))
2

~

‘
‘
1
2

[N

Put z(t) = II(¢)(1 4+ cos(2xt)). It is convenient to construct what is called the analytic
signal

@a(t) = TL(t)(1 + *™7")
that has the property x = Re(zq) = %(aza + ). We have
Flag, f) = Flaa, = )"

from (5.10). Now, by the modulation property

Za(f) = F(za, f) = ]:(H(t)) + }'(H(t)e2”jt) = sinc(f) + sinc(f — 1),

and so,

Fla) = 5F (wa + x3)

3%a(f) + 38a(=f)"
= sinc(f) + % sinc(f — 1) + % sinc(f + 1).

A plot of the Fourier transform is below. The shape of the Fourier transform is some-
what sinc-like, but the oscillations decay mush faster as |f| — oo.

1
2
1
2

F(, f)

1

‘ ‘ f

1 1

-1 1

5.7. Let = be an absolutely integrable signal and let x,(t) = 3 ., z(t —m)
be its periodised version. Show that z, is a periodic signal satisfying
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f,lﬁz "rp(t” dt < co. Solution: We have

1/2 1/2
xp(t dt:/ z(t —m)|dt
Sy elde= [ S0 e —m

2 meEZ
9>
g/ la(t — m)| dt
-1/2 meZ
1/2
= Z/ |z(t — m)]| dt
mez’ —1/2
1/2—m
= Z / |z(7)| dr (change variable 7 =¢ —m)
mez —1/2—m
= / |z (7)] dr < o0
—o0

because x is absolutely integrable.

5.8. State whether the following signals are bandlimited and, if so, find the
bandwidth.

(a) sinc(4t),
(b) TI(t/4),
(¢) cos(27t) sinc(t),
(d) eIt
Solution: Let Sq(z,t) = z(at) be the time scaler system. We have

F(Sa(z), f) = /00 x(at)e™ 2™t dy

—o0

1 [ ;
= 7/ o(y)e 2T/ *dy (ch. var. v = at)

& J—o0o

= é]—'(w, f/cx)

1
= Esl/a (.F(z),f).

The Fourier transform of S, (sinc)(¢) = sinc(4t) is

F(sinc(4t)) = 111(f/4),
and the signal is bandlimited with bandwidth 2 because II(f/4) = 0 whenever |f| > 2.
By duality

i]—‘(H(f/4)) = sinc(4t)
and so F(II(f/4)) = 4sinc(4t). This signal is not bandlimited because the sinc function
is unbounded in time. By the modulation property of Fourier transform (5.6),
.F(cos(QTrt) sinc(t), f) = F(sinc, f — 1) + F(sinc, f + 1) = II(f — 1) + II(f + 1).

This is bandlimited with bandwidth % In Exercise 5.1 we showed that
2

Fe = e

This signal is not bandlimited.
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